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Abstract

Risk and cost must be balanced in the design of semiconductor processing
metrology. More specifically, one needs to balance the cost of operating the
metrology tool, and the loss in terms of processing cost and yield due to the
limited sampling and the time lapse between the occurrence and the cor-
rection of a process fault. In virtual metrology (VM), the real-time data
produced by the processing tool (e.g. plasma etching data during isolation
trench formation) is used to predict an outcome of the wafer (e.g. critical
dimension of the trench) utilizing an empirical model. Although VM pre-
diction quality is not as good as that of conventional metrology, it produces
an immediate, low cost prediction for each wafer going through a process.
We envision that practical metrology schemes in the future will involve a
synergistic blend of VM and actual metrology, the latter being used for the
needed periodic recalibration of the VM empirical model. In this work, we
have formulated the costs associated with type I and type II errors that result
from a blended metrology scheme; the revenue, processing cost, and off-line
metrology cost.

In the first part of the work, the net profit as a function of proportion of
samples that go through VM prediction and the prediction quality of the
VM model was plotted for a given off-line metrology cost. Results showed
that the prediction quality of the VM model could be relaxed and still be
beneficial in the presence of process faults. The second part expands on
this result by taking into account the relationship between the proportion of
samples going through VM and the quality of the prediction model. This
is important since as more samples from off-line metrology are used for VM
recalibration, the prediction quality of the VM model is improved. However,
the cost of off-line metrology would also increase. This paper formulates and
explores this tradeoff between re-calibration and off-line metrology to find
the optimal number of samples that maximizes the profit. A sequence of
metrology samples using a regression model with linearly drifting coefficients
is simulated, a model realistically applying to a manufacturing process with
linearly drifting hidden variables. Three different types of statistical models,
ordinary least-squares (OLS), exponentially-weighted ordinary least-squares
(WOLS), and the Kalman Filter are used as VM prediction tools. To sim-
ulate a blended metrology scheme, we alternate between training sets (VM
calibration using off-line metrology), and testing sets (prediction through VM



model), and compare the resulting net profit, type I, and type II errors as a
function of varying VM prediction sample sizes. In this work, the blended
metrology scheme involved a periodic pattern starting with 20 actual metrol-
ogy samples used as the re-calibration set, followed by a variable number of
VM-predicted samples. Results show that each VM prediction model has a
different tradeoff between the Type I and Type II errors that determine the
optimal sampling scheme. The ultimate goal is to create a general framework
that quickly leads to the optimal design of such schemes given the character-
istics of the process in question.



1 Introduction

1.1 Advanced Process Control and Virtual Metrology

An increase in complex manufacturing processes and reduced device dimen-
sions has demanded even tighter quality control in semiconductor manufac-
turing. A factory-wide control strategy is required to pursue an optimal
objective for factory-wide metrics such as yield, cycle time, fabrication cost,
and electrical characteristics of product. [1] Recently, there has been a shift
from statistically based techniques (SPC) [2] using sampled measurements
to advanced process control (APC) techniques such as run-to-run control,
fault detection and fault analysis, [3] R2R control already being widely im-
plemented in fabs [4], [5]. A majority of these systems are lot-to-lot (L2L),
where 2-3 wafers from a lot are sampled and examined as representations
of the whole lot. Engineers have determined that this is even not enough
and the need for monitoring every wafer-to-wafer (W2W) is imminent. [4]
However a critical necessity for all these techniques and successful APC im-
plementation is the supply of accurate wafer metrology data. [3]

Metrology in semiconductor processing allows us to measure critical pro-
cess parameters and modify the process for tighter quality control. More-
over, manufacturing processes suffer from drift [6] and metrology is used to
recalibrate the process recipe. Although all process parameters are impor-
tant for effective product manufacturing, some critical dimensions (CDs) are
determined to be the most important. Dimensions that are deemed to be
critical typically encompass those that define the electrical performance of
transistors or interconnect. Currently, the main workhorse for measuring the
length of transistor gates has been the scanning electron microscope (SEM).
SEM measurements are collected off-line using dedicated, throughput-limited
equipment. Although this kind of metrology produces relatively accurate
measurements, it is also costly and time-consuming. It is a L2L control tool
as only a few samples from a lot can go through the SEM due to its cost and
time of use. In addition, an increase in process cycle time occurs because
of the time gap from sending the test wafer to the metrology equipment to
getting the results. [7] The fab has to incur a significant cost due to these
various disadvantages of conventional SEM metrology. [1]

Virtual metrology (VM) is an alternative scheme to conventional metrol-
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ogy, which takes the processing data produced by the processing tool in real
time, (plasma etching data during isolation trench formation, for example)
and predicts an outcome of the wafer (e.g. critical dimension of the trench)
utilizing an empirical model. Some alternative definitions are the prediction
of metrology variables (either measurable or non-measurable) using informa-
tion about the state of the process [8], and the correlation between process
tool and final wafer results [4]. Implementation of a good virtual metrology
model enables W2W real-time quality control and reduces the cycle time. [9]
In addition, a decrease in the number of test wafers needed results in lower
cost.

Various authors have developed VM models to predict wafer etch rate using
high-dimensional sensor data. [10], [11], [12] Su et al. and Hung et al. de-
veloped VM models for CVD film thicknesses using neural networks. [8], [13]
The performance of the VM model is usually measured against conventional
metrology data by criteria such as the coefficient of determination R2 or the
Mean Squared Error (MSE). What really matters, however, is whether the
introduction of VM actually improves the overall performance of the fabri-
cation sequence. The goal of our work is to explore this question.

1.2 Blended Metrology

Although VM has its advantages, VM model prediction quality is not as good
as that of conventional metrology and the models need frequent recalibration
in order to maintain acceptable predictive capability. Cheng et al. have
developed a reliance index as a measure of the reliability of VM. [14] In
real life, we envision that practical metrology schemes will involve VM in
combination with conventional or actual metrology, the latter being used for
the needed periodic recalibration of the VM empirical model. Such a scenario
is shown in Figure 1. The initial training step is used to construct the VM
model; the model is then applied to incoming wafers and later recalibrated
to incorporate process drift and other faults. We also envision an algorithm
that would respond to a fault being predicted by the VM model by possibly
requiring additional actual measurements.
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1.3 Higher Level Perspective: Cost Analysis

Although generating more accurate empirical models is a critical aspect of
implementing virtual metrology, not many have focused on the problem of
analyzing the cost of using virtual metrology vs. actual metrology. Yung-
Cheng et al. have proposed a model for calculating the fab’s profitability
of using VM [7]. However, this does not include a term for the quality of
the VM model. As mentioned above, we think that virtual metrology alone
will not suffice as a stand-alone metrology tool due to its limited predictive
capability, but could be profitable for the fab with the use of conventional
metrology as a recalibration tool.

Any metrology scheme, whether conventional, virtual or blended, may pro-
duce false alarms (Type I error) or may fail to detect a fault (Type II error).
Those two types of errors are associated with operational costs that depend
on the metrology scheme and the algorithm used in response to an alarm. In
this work, we formulate the costs associated with Type I and Type II errors
that result from a blended metrology scheme, and we propose a general frame-
work that can be used to quickly lead to the optimal design of such schemes
given the characteristics of the process in question. This is done by explor-
ing the effects of variables such as the frequency of samples that go through
actual metrology, the prediction quality of the VM model, the cost of missed
or false alarms, processing and actual metrology costs etc. To demonstrate
this methodology, we calculate the total profit for three different but realistic
VM models: Ordinary Least Squares (OLS), Exponentially-weighted Linear
Regression (EWLR), and the Kalman Filter. The purpose of this work is to
analyze the conditions under which such a blended metrology scheme would
be advantageous, and to provide rules that will let us optimize such blended
metrology schemes.

Chapter 2 explains the setup for blended metrology cost analysis. From
hereon, our analysis assumes conventional metrology to be the SEM and the
unknown quantities to be the critical dimension (CD).

4



2 Design of Cost Analysis

2.1 Defining Total Profit

In any metrology operation, the value obtained is an estimate of the true
value that is being measured. For either conventional and virtual metrology,
let us assume that the true value of the quantity in question (unknown to the
process engineer), is y, and the value estimated by the metrology operation
is ŷ. We assume there are three types of cost associated with each sample
wafer going through a metrology scheme:

1. Revenue: If the true value of a wafer sample is in-spec and it goes
through the processing line and ultimately becomes an integrated cir-
cuit product (e.g. microprocessor), then the fab profits from selling
this product.

2. Processing cost: Cost required to further process one wafer until it
becomes a final product.

3. SEM cost: Cost of putting one wafer sample through the SEM (con-
ventional metrology). This includes the cost of physically operating
the metrology tool and employment of the engineer.

Here we assume with no loss of generality that the entire wafer is accepted or
rejected by the metrology operation. In addition, we assume for simplicity
that there is no cost of operating a virtual metrology software tool. Thus,
we can define a total profit for each wafer as:

profit = revenue− process cost− SEM cost (1)

2.2 Costs Associated with Imperfect VM Predictions

We determine that a sample is ”faulty” or ”bad” if a metrology value is under
or over the respective specification limits. Thus, if the estimated metrology
value is bad, the process engineer will have to throw away (or re-work) the
sample, and if the estimated value is good, the wafer continues onto subse-
quent manufacturing processes. Overall, there are four cases that can happen
when a process engineer uses either of the metrology schemes. Depending on
which category a wafer is in, it incurs a different set of costs.
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1. Correctly classified as good: The metrology tool (either conventional
or virtual) classifies the sample as good when the true value is good.
The wafer goes through subsequent processes and is turned into final
product, generating revenue for the company. Given some Upper Speci-
fication Limit (USL) and Lower Specification Limit (LSL), this directly
translates to

P (ŷvm = good | y = good) = P (USL ≥ ŷvm ≥ LSL | USL ≥ y ≥ LSL)

2. Correctly classified as bad: The metrology tool classifies the sample as
bad when the true metrology value is bad, and the wafer is discarded.
The correct metrology estimate saves the company cost that could have
incurred if the wafer was processed subsequently, as the final product
would have been defective due to the faulty true value.

P (ŷvm = bad | y = bad) = P (ŷvm > USL ‖ ŷvm < LSL | y > USL ‖ y < LSL)

3. Type I error: Also known as a ”false alarm”, the metrology tool clas-
sifies the sample as bad when actually the true value is good (in spec).
The proportion of samples with type I error is given by:

P (ŷvm = bad | y = good) = P (ŷvm > USL ‖ ŷvm < LSL | USL ≥ y ≥ LSL)

In this case, the wafer is discarded even though it could have been
processed to become a final product.

4. Type II error: Also known as a ”missed alarm”, the metrology tool clas-
sifies the sample as good when actually the true value is bad. Similarly,
the proportion of samples with type II error is given by:

P (ŷvm = good | y = bad) = P (USL ≥ ŷvm ≥ LSL | y > USL ‖ y < LSL)

Table 1: Different kinds of costs that occur for a metrology scheme

Revenue Process Cost SEM Cost

Both Good Yes Yes Yes

Both Bad No No Yes

Type I Error No No Yes

Type II Error No Yes Yes

6



A missed alarm incurs the greatest cost because even though the wafer goes
through the whole manufacturing process, it is not made into a final product
at the end due to its defect. The different costs that occur for each classi-
fication category are summarized in Table 1. As a visual example, we plot

Figure 2: Plot of true and estimated metrology values for an R2 of 0.94 for
a VM model. The dotted lines are the ±3σ limits. The Type I and Type II
error regions are highlighted and labeled.

simulated pairs of true and estimated VM values with correlation ρ of 0.96,
as seen in Figure 2. Notice that this is a very high correlation for a statistical
model. The corresponding Type I and Type II error regions discussed above
are highlighted and labeled.
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3 Part I: Preliminary Simulations

We first go through a preliminary example in this section that will motivate
our further analysis in section 4.

3.1 Sampling Scenario

One question that remains from Chapter 2 is how to devise a metrology
sampling scenario. Traditionally, 2-3 wafers are sampled out of a lot and
are observed through the SEM. For the preliminary analysis, we start with
a sampling scheme where a fixed proportion of the samples are sent to the
SEM (hereon called SEM Proportion) and the rest are monitored on-line via
virtual metrology. As seen in Figure 3, we call the traditional metrology
sampling method the default scenario, where a certain proportion of the
wafers go through SEM metrology, are discarded or kept, and the rest of
the wafers continue on through subsequent processing regardless. That is,
the remaining wafers go through the manufacturing line unconditionally.1

On the other hand, for the blended metrology scheme, the virtual metrology
model adds an additional monitoring component for each wafer.

3.2 Simulation Setup

To make things simple, we disregard any kind of VM model for now and
simulate true CD and VM estimated CD values by generating pairs of corre-
lated points with noise. Assume that the true CD values come from standard
normal distribution given by

y ∼ N(0, 1).

For SEM metrology, we assume that the estimated metrology value is cen-
tered around the true value due to some random measurement error. That
is,

ŷsem = y + εsem

where εsem is very small. For simplicity, we assume that εsem is 0, i.e., the
SEM accurately predicts the true CD. For virtual metrology, the estimated

1A similar scheme, where the decision about further wafer processing is done in groups
of 24 wafers at a time (also known as wafer lots) is also possible and can be similarly
simulated by our method.
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Figure 3: Two different metrology sampling scenarios. The default scenario
is when a certain proportion of samples go through SEM metrology and the
rest are sent through the subsequent processing line. The blended metrology
scenario is when a certain proportion of samples go through SEM metrol-
ogy, but the destiny of the remaining wafers are determined by the virtual
metrology estimate.

values come from an empirical model. We will simulate that relationship by
generating ŷvm values so that they have a certain correlation ρ with the true
metrology values, as mentioned above. This is given by

ŷvm = ρ · y +
√

1− ρ · x

where x is sampled from a standard normal distribution and is uncorrelated
to y. For each metrology scheme, we can now calculate some statistic of
accuracy, such as the coefficient of determination (R2) or the mean-squared
error. The formulas for these well-known statistics are given below. [15]

R2
vm = 1−

∑N
i=1(y − ŷvm)2∑N
i=1(y − ȳ)2

, MSE =

∑N
i=1(y − ŷvm)2

N

where ȳ is the average of the true values.

Using this setup, 5,000 true and estimated metrology pairs were simulated for
preliminary analysis. The specific quantities used for the costs and revenue
are listed in 2. These were extracted from a metrology-related cost analysis

9



done by the National Institute of Standard and Technology [16] and pricings
for Intel microprocessor chips [17]. Note that the estimated metrology cost
is for only one metrology step, and in reality, there will be many more. The
effects of the VM R2 and SEM proportion when the SEM metrology cost was
fixed at 0.17 (Figure 4) was explored.

Table 2: Cost and profit values used for simulations. These numbers were
calculated using reference data from NIST [16] and pricings for Intel micro-
processor chips [17].

Value

Processing Cost 30

Metrology Cost 0.12-0.24

Revenue 500

3.3 Results

In Figure 4(a), the curved surface plot is that of the blended metrology sce-
nario, and the top flat-shaped plot is that of the default case. Unfortunately,
we see that for most cases, the default case is more profitable than the blended
metrology case. The only time blended metrology generates more profit is
when the R2 of the model is very high (R2 ∼ 0.98). Although for higher
SEM metrology costs, this portion might be larger, the general trend is that
a very high R2 or very low MSE is needed in order for the blended scheme
to be profitable. However, we also notice that most of the samples generated
for Figure 4(a) have both ’good’ estimated and true values. This is in a
sense favorable for the default scenario because most samples will generate
revenue after processing, and the magnitude of revenue is significantly larger
than the SEM metrology cost. Keeping this in mind, the natural subsequent
problem is to explore what would happen if the process went into a fault.
For example, we assume that the mean value of the true values have shifted
due to some error in the manufacturing process. As seen in Figure 4(b), the
smallest VM R2 needed is now around 0.90 instead of 0.98. This is because
many more wafers are defective and do not generate revenue, and the cost

10



Figure 4: Surface plots for total profit as a function of SEM proportion and
VM R2 for a fixed SEM metrology cost of 0.17. (a) Case of no mean shift,
most samples are good and are estimated to be good. (b) Case of mean shift
of +4. Most samples are bad and are estimated to be bad.

11



of conventional metrology catches up. Moreover, in the default case, the rest
of the wafers that do not go through SEM metrology generate unnecessary
processing cost because a majority of the wafers are defective. Thus, in this
case, although the virtual metrology R2 may be poor, it is still useful in
classifying bad wafers.

3.4 Use of VM in a Faulty Process and the Dependence
of VM R2 on SEM Proportion

Increased Type 1
and Type 2 Error

Increased actual
metroogy cost

Maximum Profit

Figure 5: Figure illustrating the tradeoff between actual and virtual metrol-
ogy in total profit. As the Length of VM Run increases, the actual metrology
cost decreases due to less frequent measurements; however, the VM model ac-
curacy decreases due to less training data. The opposite occurs for a decrease
in Length of VM Run.

Although the results in Figure 4 give us insight on how the SEM Proportion
and accuracy of the VM model effect the overall profit, it is a very simple
model. No specific VM model has been used to generate the estimates ŷ;
moreover, a critical point not addressed is the coupled relationship between
SEM proportion and VM R2. In reality, VM models will be trained based on
significantly more accurate SEM data, and two effects will counteract each
other as the SEM Proportion is increased. One is the increase in the cost of

12



actual metrology as the engineer makes more frequent measurements. The
second is the increase in robustness and accuracy of the VM model due to a
larger number of accurate training samples. This means that there are fewer
costly Type I and Type II errors mentioned in Chapter 2.2. The opposite
occurs when the SEM Proportion is decreased. One can imagine that the
total metrology profit is the sum of these two effects, ideally with a maximum
point. This is visualized in Figure 5, where the x-axis is now taken to be the
Length of VM Run, a quantity opposite to SEM Proportion that we define
next.

In the next chapter, we provide a more detailed simulation which incor-
porates this dependence between the frequency of SEM samples and model
accuracy for three different realistic VM models. This is done for a faulty
process when VM is useful for the manufacturing process.

13



4 Part II: Blended Metrology Optimization

Using Virtual Metrology Recalibration

Now that we have three different VM models, we present our updated sam-
pling scenario and define some terms before we go into details of the next
simulation. As seen in Figure 6, we directly implement the blended metrol-
ogy scheme introduced in Figure 1, where Xi represents a n × p matrix of
process conditions, and yi is a n× 1 vector that represents actual metrology
values or VM predictions depending on the step. Some terms to note are:

1. Initial Training Length: Number of samples used to initially train the
VM model.

2. Length of VM Run: Number of samples for each VM step.

3. Recalibration Length: Number of samples for each recalibration step.

We note that the sum of Initial Training Length and Recalibration Length
are analogous to the SEM Proportion in Section 3.1. For convenience, we
now work with the Length of VM Run instead of SEM Proportion.

Figure 6: Sampling scenario showing process condition matrices and CD
values/estimates.

4.1 Drifting Regression Model

As mentioned in Chapter 3, the case where the process is well-controlled is
not a compelling application for virtual metrology, as the default scenario
(no VM) is very likely to be the favorable one. In addition, we want a
dynamic yet realistic process that will allow us to explore the dependence
between SEM Proportion and VM model accuracy (or Length of VM Run

14



and VM model accuracy). Such a process is a regression model with drifting
coefficients. Consider a general linear process

yt = βt0 + βt1x
t
1 + βt2x

t
2 + . . .+ βthidx

t
hid + ε

where ε is the observation error, and t is the superscript for time. It is
possible that the VM model misses estimating an independent variable xthid
and it’s coefficient βthid, and suppose this hidden variable drifts over time by
the amount δxhid. At the next time step, the process is now explained by

yt+1 = βt0 + βt1x
t
1 + βt2x

t
2 + . . .+ βthid(x

t
hid + ∆xhid) + ε

= βt0 + (βt1 + ∆β)xt1 + βt2x
t
2 + . . .+ βthidx

t
hid + ε.

Now the drift ∆xhid is captured in βt1 with ∆βxt1 = βthid∆xhid as a linearly
drifting coefficient. Thus, the final model of the true process would be

yt = ~βtXt + εt, εt ∼ N(0, σ2
ε ) (2)

~βt+1 = ~βt + ~u+ ~ηt, ~ηt ∼ N(0,Q) (3)

where yt is the true CD, Xt are the regressor variables, and εt, ~ηt are white
noise variables. Finally, ~u controls how much the coefficient drifts over time.

4.2 Virtual Metrology Models

We provide a brief theoretical background on the three VM models that are
used in the analysis: Ordinary Least Squares (OLS), Exponentially-weighted
Least Squares (EWLS), and the Kalman Filter (KF) in the context of the
sampling scenario in Figure 6.

4.2.1 Ordinary Least Squares

Assuming the process is of the form

y = ~βX + ε, ε ∼ N(0, σ2
ε )

the well-known estimate of the coefficients is

~̂
βSEM = (XT

SEMXSEM)−1XT
SEM~ySEM

15



In the context of this work,

XSEM =

· · ·X1 · · ·
· · ·X3 · · ·

...

 , ~ySEM =

~y1~y3
...


where Xi and ~yi, i = 1, 3, 5... refer to Figure 6 and denote the training data
from the SEM. That is, we accumulate all data from the SEM not knowing
the true process is faulty. Given this is our VM model, the CD prediction
for subsequent VM samples is:

~̂yVM = XVM
~̂
βSEM

= XVM(XT
SEMXSEM)−1XT

SEM~ySEM

4.2.2 Exponentially-weighted Linear Regression

For this model, we assume that the engineer knows there is some sort of drift
going on and wants to weight the recent observations more heavily than the
earlier ones. The weights are given by

wt = α(1− α)(Ntrain−t)

where α is a tunable parameter. The best value for α was found by training
the model on different α values and finding the one that minimized the MSE.
With W = diag(~w), the EWLS estimates of ~β are given by

~̂
βSEM = (XT

SEMWXSEM)−1XT
SEMW~ySEM

and similarly, the estimated y are given by

~̂yVM = XVM
~̂
βSEM

= XVM(XT
SEMWXSEM)−1XT

SEMW~ySEM

4.2.3 Kalman Filter

For this section, we follow the notation in [18]. Consider the linear Gaussian
state space model

yt = Ztαt + εt, εt ∼ N(0, Ht)

αt+1 = Ttαt +Rtηt, ηt ∼ N(0, Qt), t = 1, . . . , n,

α1 ∼ N(a1, P1)

16



where yt are the observations, αt are hidden state variables controlling the
process, and εt, ηt are independent Gaussian noise sequences with corre-
sponding covariance matrices Ht and Qt.

Our objective is to obtain the conditional distribution of αt+1 given Yt for
t = 1, . . . , n where Yt = y1, . . . , yt. Since all distributions are normal, con-
ditional distributions of subsets of variables given other subsets of variables
are also normal (Gaussian Lemma). Now all we need is αt|Yt−1 ∼ N(at, Pt)
and then

at+1 = E(αt+1|Yt)
Pt+1 = Cov(αt+1|Yt).

Since αt+1 = Ttαt +Rtηn, we have

at+1 = E(Ttαt +Rtηt|Yt)
= Tt E(αt|Yt),

Pt+1 = Cov(Ttαt +Rtηt|Yt)
= Tt Cov(αt|Yt)T Tt +RtQtR

T
t

for t = 1, . . . , n. We now define vt, the one-step forecast error of yt given
Tt−1.

vt = yt − E(yt|Yt−1)

= yt − E(Ztαt + εt|Yt−1)

= yt − Ztat
Notice that when Yt−1 and vt are fixed, Yt is also fixed. Since observing Yt is
the same as observing Yt−1, vt, we see that E(αt|Yt) = E(αt|Yt−1) +E(αt|vt).
It is easy to see that

E(vt) = 0

Cov(vt, Yt−1) = 0.

Through the lemma in multivariate normal regression, we know that

E(αt|Yt) = E(αt|Yt−1, vt)

= E(αt|Yt−1) + E(αt|vt)
= E(αt|Yt−1) + Cov(αt, vt)[Var(vt)]

−1vt

= at +MtF
−1
t vt,

where Mt = Cov(αt, vt) = PtZ
T
t , and Ft = Var(vt) = ZtPtZ

T
t +Ht.
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Substituting everything into expression for at+1 and Pt+1, we get

at+1 = Ttat + TtMtF
−1
t vt

= Ttat +Ktvt, t = 1, . . . , n,

where Kt = TtMtF
−1
t = TtPtZ

T
t F

−1
t .

Through similar analysis,

Pt+1 = TtPtL
T
t +RtQtR

T
t , t = 1, . . . , n,

where Lt = Tt −KtZt.

We collect all the filtering recursion equations given by

vt = yt − Ztat, Ft = ZtPtZ
T
t +Ht,

Kt = TtPtZ
T
t F

−1
t , Lt = Tt −KtZt, t = 1, . . . , n,

at+1 = Ttat +Ktvt, Pt+1 = TtPtL
T
t +RtQtR

T
t

For missing observations and observations to be forecasted, vt and Kt of the
filter are set to zero, and the updates just become

at+1 = Ttat, Pt+1 = TtPtT
T
t +RtQtR

T
t .

Given these update equations, the following Zt, Tt, and αt matrices gives us
the model in equations 2 and 3.

αt =

(
u
βt

)
, Zt =

(
0 · · · 0 Xt

)
, Tt =

(
I 0
I I

)
, Rt =



0
...
0
1
...
1


.

For this analysis, we assume that this state space form is known and therefore
Tt and Rt are known. In addition, we assume that the variances of the error
terms are also known. Realistically when implementing the Kalman Filter,
these parameters should be estimated via some parameter estimation algo-
rithm (e.g., Expectation-Maximization algorithm) since the engineer does
not know the true form of the state space model.
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4.3 Results

We generate data based on equations 2 and 3 with the following parameters

β0 =

1
1
1

 , u =

0.001
0

0.001

 , Qt =


σ2
η 0 · · · 0

0 σ2
η

...
... σ2

η 0
0 · · · 0 σ2

η

 , σ2
η = 0.00001, Ht = 0.2

and an Initial Training Length of 200 and Recalibration Length of 20 samples.
Values of Revenue, Processing Cost, and SEM Cost would be determined by
the manufacturing process, but to clearly show the existence of maximum
Figure 5, we use values of 300, 80, and 20 (we now assume the process has
many more metrology steps than that of Chapter 3), respectively. 4000 sam-
ples are simulated and the corresponding total profit, Type I / Type II error
rate, and the MSE are calculated for each VM model according to the sce-
nario in Figure 6. This is done 100 times. For the Kalman Filter, we start
with a randomized hidden state vector as our initial guess.

The main results of the simulation are shown in Figures 7, 8, and 9. The
first column of each plot is the total profit calculated via equation 1, and
the second column is the total MSE for all VM samples. Finally, the third
column shows the Type I and Type II error probabilities. One subtle dif-
ference is that in Section 2.2, we defined the errors in terms of conditional
probabilities. As it is hard to calculate P (y = good or bad) explicitly, we
plot the joint probabilities instead. Results for the first 20 simulations are
plotted in a faded color for each column, as well as the mean value of the 100
simulations in solid color. Figure 10 shows the coefficient estimates for each
VM model as time passes, where the faded color plots are the true coefficient
values given by the model in equation 3.

4.3.1 Ordinary Least Squares

One noticeable feature about Figure 7 is the non-existent Type I errors and
the very large amount of Type II errors. This is due to the under-estimation
of the regression coefficients as seen in Figure 10(a). Since all past and present
observations are weighed equally in the recalibration phase, the coefficient
estimates have significantly lower values than the true ones. This constraint
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in the gain leads to VM estimates that are mostly inside the LSL/USL limits
and as a result, the OLS fails to catch most of the alarms that happen,
leading to the significant Type II error probabilities. In addition, variance
of the MSE and Type II errors drastically increase as the Length of VM
Run is increased due to the decrease in training sample size and failure to
incorporate the process drift in the model. The maximum normalized mean
profit occurs at 0.4717 when the Length of VM Run is 50.

4.3.2 Exponentially-weighted Linear Regression

1EWLR shows a significantly reduced VM MSE than OLS (Figure 8), as only
the recent observations are used in the recalibration stage. This is also seen
in Figure 10(b), where the EWLR estimates accurately track the drift in the
true coefficients. However, in contrast to Figure 10(a), the estimates have
more variance. This translates to an increased proabability of Type I error,
and as seen in the third column of Figure 8, as the Type I probabaility is
not zero anymore. We see an increase in Type II errors as the Length of VM
Run increases because the coefficient estimates for a certain VM stage stay
constant while the process keeps on drifting. In addition, the variance of the
MSE and Type I / Type II error probabilities also increase as the Length of
VM Run increases. The maximum normalized mean profit occurs at 0.6388
when the Length of VM Run is 350.

4.3.3 Kalman Filter

The Kalman Filter gives us the least MSE out of all three VM models. Note
that this is because the filter is constructed on such a state-space model like
equations 2 and 3. Moreover, we have assumed that the exact value of some
of the parameters are known, including the noise covariance matrices. As
seen in Figure 10(c), the Kalman Filter estimates accurately track the true
values. Although the Type I and Type II error probabilities are quite low,
we again see that the variances of these quantities increase as Length of VM
Run increases. The maximum normalized mean profit occurs at 0.6241 when
the Length of VM Run is 275.
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Table 3: Maximum mean profit and corresponding Length of VM Run for
each VM model.

Max. Profit Length of VM Run

Ordinary Least Squares 0.4717 50

Exponentially-weighted LR 0.6388 350

Kalman Filter 0.6241 275

4.4 Discussion

The total profit, MSE, and Type I / Type II error probabilities have been
plotted for each VM model. In addition, the maximum mean profits were
identified with the corresponding Length of VM Run. Given a LSL/USL
pair, each model generates a different Type I / Type II error pattern that
directly translates to total profit. It is the combination of model accuracy
and missed / false alarm patterns that determine the optimal total metrology
profit. Moreover, one must also take into account the increase in VM esti-
mation variance as the Length of VM Run increases, as a robust estimator
is as important as an accurate estimator.

Although Figure 11 shows that the Kalman Filter has the highest average
total cost out of all three VM models, we want to emphasize that the exam-
ple given in this paper is one of many cases and that the results depend on
different cost and revenue values. Consider an extreme example of a process
with a very high Type I cost; in this case, an OLS-like model would be the
most beneficial to the fab, even though the OLS has the worst MSE out of
the three models. However, going back to the results of Chapter 3, VM was
found to be most useful for deviating processes. Taking into account that
most of these faulty processes have some kind of drift incorporated in them,
we think that using an adaptive model like the Kalman Filter is crucial to
implementing a successful VM system.
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OLS

   EWLR

KF

   no VM

Figure 11: Averaged total profit for the three VM models and default sce-
nario, where no VM is introduced. We see that specifically for the example
presented in this paper, all scenarios with VM perform better than the de-
fault case.
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5 Conclusion and Outlook

This work takes a step back from empirical VM model construction and an-
alyzes when VM is actually useful for the fab and how it can be optimized
as a function of VM recalibration frequency. This is done by identifying 4
categories of VM estimate classification and defining critical parameters such
as the revenue, processing cost, and actual metrology cost. These parameters
were combined into a metric we called the total profit. Preliminary simu-
lations showed that VM models require a very high accuracy in order for
it to be beneficial for well-controlled processes. Thus, we concentrated our
analysis on a largely deviating process, the regression model with drifting co-
efficients, to link the relationship between VM recalibration frequency, VM
model accuracy, and total profit.

In practical reality this means that a high VM proportion may be benefi-
cial early into the process lifecycle, while this proportion maybe be gradually
reduced as the process becomes more mature, and therefore more stable. This
finding is similar to the intuition that the overall role of metrology changes
with process maturity, starting with detecting and diagnosing significant de-
viations, and continuing to using metrology to drive more subtle run-to-run
control adjustments.

A blended metrology scenario was carried out on simulated data for 3 VM
models, the OLS, EWLR, and the Kalman Filter. Results indicated each
VM model had different false (Type I) and missed (Type II) alarm patterns
that translated to different total profit patterns as a function of Length of
VM Run. Moreover, an optimal value of Length of VM Run that gave the
maximal total profit was identified for each model. These all indicated the
need for missed and false alarm pattern analysis for a given VM model, rather
than solely focusing on increasing a certain accuracy metric.

Although this work gives us a view into how the cost, error probabilities,
and recalibration sizes are related, a lot of assumptions were incorporated
into the process model. For instance, we assumed the observation errors
were independent from one time to the next, whereas in reality some auto-
correlation would need to be accounted for. In addition, we assumed exact
parameter values for the Kalman Filter. It would be interesting to see how
the results change for a real processing dataset where the parameters of the
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Kalman Filter would have to be estimated via some parameter estimation
algorithm. Moreover, we believe the next step is to provide a theoretical
framework past Monte Carlo simulations that would provide robust and ac-
curate decision rules for the metrology industry.
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