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Abstract

Large-Scale Variability Characterization and Robust Design Techniques for Nanoscale

SRAM

by

Zheng Guo

Doctor of Philosophy in Engineering - Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Borivoje Nikolić, Chair

Continued increase in the process variability is perceived to be a major roadblock for

future technology scaling. Its impact is particularly pronounced in large memory arrays due

to both the utilization of minimum sized transistors and their extremely large data capacity.

In order to enable the continued scaling of the next-generation embedded static random

access memory (SRAM), the ability to monitor and characterize, on-chip, the variations

in SRAM functionality and performance becomes critical for both gaining a deeper under-

standing of the sources of variability and for developing more robust circuits and topologies.

This work presents a methodology to characterize, directly, the impact of process variability

on the functionality of large SRAM-based cache memories - capable of collecting massive

silicon data at little hardware and/or design overhead. In addition, a thorough investigation

of various SRAM read stability and writeability metrics, including the proposed large-scale

design metrics, is conducted to further understand the utility of each metric for SRAM
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yield prediction. The large-scale characterization methodology is validated on two different

test chips, fabricated in an early commercial low-power 45nm CMOS process. This method

can be easily extended to capture more than 6 standard deviations of parameter variations

by increasing the SRAM array size, and therefore can serve as a valuable addition to the

next-generation SRAM development vehicle.

The enablement of future SRAM scaling will require technology and circuit co-design.

The FinFET technology is particularly attractive for nanoscale SRAM design not only for

its reduced σV TH and better control of the short channel effects (SCE), but also for the

architectural flexibility enabled by its unique independently-gated (IG) operation. New

bitcell designs are presented to take advantage of this IG operation in the form of a dynamic

pass-gate feedback (PGFB). It is shown that the IG FinFET design using dynamic PGFB

can both dramatically enhance the read stability of a 6-T SRAM cell and enable the practical

design of a 4-T SRAM cell. While increased variability presents a formidable challenge for

future SRAM scaling, the presented methodologies, both in testing and design, can facilitate

its continuation.
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Chapter 1

Introduction

Due to a combination of the different challenges associated with the scaling of ad-

vanced CMOS technology and the broad range in the memory performance requirements

of today’s system-on-chip (SoC) and microprocessor (µP ) designs, the once-well-understood

art of embedded memory design has evolved into one of the most exciting, yet least compre-

hended, areas of semiconductor research. Embedded memories already occupy well over 50%

of the total silicon area today, and this number is projected [2] to reach over 90% by the year

2014. Static random access memory (SRAM) represents one of the most prevalent forms of

embedded memory, accounting for over 90% of the total transistor count in some of today’s

high-end µP designs [1]. Presently, continued increase in the process variability is perceived

to be the biggest roadblock to the scaling of multi-megabit SRAM circuits. This dissertation

addresses the impending barrier, fostered by process variability, to SRAM scaling through

three different means - by proposing a methodology to characterize, directly, the impact of

process variability on the functionality of large SRAM-based cache memories - capable of

collecting massive silicon data at little hardware and/or design overhead; by building a better

1



Figure 1.1: Continued aggressive scaling for the transistor gate length (LG) by 0.7× every 2
years. ITRS data prior to 2001 are extracted from [120]; ITRS data after 2001 are provided
from ITRS (2001-2007 editions) [73] scaling specifications. Intel data are provided from
[12,91,99,120] and indicate a significant slow-down in the scaling of the transistor LG.

understanding for the usage of various SRAM read stability and writeability metrics; and

by proposing new SRAM bitcell designs, through the application of technology and circuit

co-design, in a thin-body double-gated (DG) FinFET process.

1.1 Technology and SRAM Scaling Trends

Despite the emergence of recent barriers to the scaling of the CMOS technology, the

semiconductor industry continues to enjoy an exponential growth in accordance to Moore’s

law [92, 93]; in fact, its growth has accelerated recently [102]. Figure 1.1 illustrates the

continued scaling of transistor dimensions by 0.7× every 2 years. While a 0.7× scaling of

the transistor dimensions achieve a 2× reduction in the required silicon area for a given

functionality, the µP die size has not shrunk dramatically over the years1; rather, the scal-

ing of transistor dimensions has manifested itself in a higher level of integration - of both

1In fact, the µP die size has experienced a growth of about 25% per technology generation [25] until the
late 90’s; this trend has stopped to limit the power consumption.
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functionality and memory [155]. In particular, embedded memory is considered to be a

key performance enabler for high-end multi-core µP s as it can provide fast on-chip data

communication with the central processing unit (CPU). Most modern µP designs adopt a

multi-level cache memory hierarchy, where the lowest level cache (L1 or level one) contains

a small amount memory cells allowing the fastest data access, and the highest level cache

(commonly L2 for personal computing and L3 for enterprise servers) contains a large amount

of slower memory cells allowing the highest bit density. With aggressive scaling, the ever-

increasing L2/L3 cache sizes have now become popular specifications in many of today’s

consumer and enterprise server µP products. The 6-transistor (6-T) SRAM cell, due to its

fast random access performance, is by far the most dominant form of cache memory element

in today’s µP s; although recent advancements in high-performance embedded dynamic ran-

dom access memory (eDRAM) [16,145] indicate achievable performances comparable to the

slower SRAM bitcells used for the highest level (L2/L3) cache memory, while offering higher

bit densities, and therefore suggest a possible replacement. However, although demonstrated

to be relatively inexpensive (∼ 7% cost overhead) for the silion-on-insulator (SOI) technol-

ogy [145], the integration of logic and eDRAM process remains expensive in the bulk-Si

CMOS technology due to the necessity of a thick collar to suppress the parasitic leakage.

In addition, the scalability of high performance eDRAM, which already suffers from a short

data retention time, may be challenging due to an ever-shrinking VTH requirement - where

the lowest VTH must meet the retention specifications and the highest VTH must meet the

performance requirements [84]. Therefore, the scaling of embedded SRAM continues to set

the pace for the development of the next-generation high-performance SoC.

Figure 1.2 shows that the recent scaling of embedded SRAM is able to keep up with
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Figure 1.2: Recent trend in SRAM scaling, indicating a ∼ 0.5× scaling factor of the cell
area per technology generation. The industry data is collected from various conference
publications; the SRAM cell areas reported by Intel’s technology development are provided
from [12, 24, 91, 99, 120]; the available bit densities are provided from [158]. The ITRS
scaling specifications [73] indicate smaller cell areas than the industry publications, but they
correspond to the years of production (for different technology nodes), which typically lack
behind industry publications by approximately 2 years (since the 90nm node).

Moore’s law - indicating a ∼ 0.5× scaling factor of the cell area per technology genera-

tion. However, the margins (between the smallest achievable bitcells and the 0.5× scaling

requirement) have been shrinking since the 65nm technology node. Note that while the

ITRS scaling specifications indicate smaller cell areas than the industry publications, they

correspond to the years of production (for different technology nodes), which typically lack

behind industry publications by approximately 2 years (since the 90nm node).

The SRAM operating voltage (VDD) scaling trend (Figure 1.3), however, indicates a

significant slow-down in the recent years and a saturation at around VDD = 1.0V [158]. The

ITRS projections have also dramatically shifted. This is primarily a result of the inhibited

scaling of VTH due to the exponentially dependent subthreshold leakage currents of modern

MOSFETs. In addition, an increasing σV TH , dominated by random dopant fluctuation

(RDF), has emerged as a second barrier to SRAM VDD scaling in recent process nodes - by
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Figure 1.3: Recent trend in SRAM VDD scaling [158] with a few high-density and high-
performance designs (in 90nm, 65nm, and 45nm nodes) [12, 67, 148, 149, 162, 163] shown as
examples.

degrading the SRAM stability.

1.2 Limitations to SRAM Scaling

1.2.1 Process Variability

The existence of process variability [121] and attempts to characterize it [6] have long

been documented in the semiconductor literature. However, the control of process variability

has not kept pace with the aggressively scaled transistor dimensions [98]. This is particularly

problematic as transistor scaling approaches atomic-scale dimensions. As a result, although

the SRAM cell area has kept pace with technology scaling (at least for now), the ratios of the

standard deviations over the means, of the SRAM stability margins, continue to increase.

Concurrently, high-end µP have been increasing the amount of on-die cache to improve

the performance. This simultaneous increase of both the memory size and the variability,

therefore, presents one of the greatest obstacles in semiconductor research today.
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Figure 1.4: Evolution of wavelength used in optical lithography [120], illustrating a shift
to subwavelength lithography for the recent technology nodes. Currently, 193nm (ArF)
immersion lithography is used for 45nm production and 32nm/22nm development. It is still
uncertain, at this time, when extreme ultraviolet lithography (EUVL) will be available for
high-volume manufacturing, to close the gap between the wavelength of the light source and
the minimum feature size.

Subwavelength Lithography

As the critical dimensions (CD) continue to shrink rapidly, the evolution of the light

source used in optical lithography falls behind. Figure 1.4 illustrates a shift to subwavelength

lithography (approximately) since the 180nm technology node. To print ever-shrinking pat-

terns using a longer wavelength, compensation schemes such as optical proximity correction

(OPC) and phase shift masks (PSM) have been adopted. While such compensation schemes

enable the fabrication of subwavelength features, CD control remains difficult as the gap be-

tween the wavelength and the minimum feature size continues to grow [77, 110]. Currently,

193nm (ArF) immersion lithography is used for 45nm production2 and 32nm/22nm devel-

opment. It is still uncertain, at this time, when extreme ultraviolet lithography (EUVL) will

be available for high-volume manufacturing, to close the gap between the wavelength of the

light source and the minimum feature size.

2Immersion lithography is not used for Intel’s 45nm node.

6



In addition to the lithography process, the etch process also contributes to CD vari-

ations, since the typical physical gate length (LG) is significantly smaller than the printed

linewidth [73]. This, and other sources of variability related to the issues of manufacturing

control, can be classified as extrinsic sources of variability [107]. To limit the impact of CD

variability, recent trend from the semiconductor industry [12] reveals a longer physical LG

than specified by the ITRS. In addition, the scaling of the physical LG, in the semiconductor

industry, has slowed significantly3 - nearly coming to a complete halt [91, 99], in contrast

to the ITRS scaling specifications (Figure 1.1). If CD control does not improve, the scaling

of embedded SRAM may be severely limited as both the array size and the ratios of the

standard deviations over the means, of the bitcell stability margins, increase simultaneously.

Intrinsic Atomic-Scale Random Variations

As transistor scaling approaches atomic-scale dimensions, the effects of random device

parameter fluctuations become important [107]. In this regime, small fluctuations in the

number and/or location of atoms may result in significant parameter variations as the total

count becomes small. In particular, random dopant fluctuation (RDF) is perceived as the

primary supplier of σV TH [9,135] in modern bulk-Si MOSFETs and will continue to be so, at

least, until LG < 20nm [10]. This RDF-induced σV TH is expected to increase as the average

number of dopants in the channel decreases with scaling, in accordance with Pelgrom’s

model [113] - i.e. σV TH ∝ 1/
√
WEFF × LEFF . Figure 1.5 graphically illustrates a decrease in

the average number of dopant atoms in the channel and an increase in RDF-induced σV TH

with technology scaling.

3Scaling of the physical LG is also limited by other effects, such as LER and RDF.
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Figure 1.5: (a) The average number of dopant atoms in the channel decreases with technology
scaling; resulting in (b) increased σV TH due to RDF. The figures are adapted, with estimated
data points, from [85].

A second significant source of random VTH variations is line-edge roughness (LER) -

defined as the random variation in the transistor LG along its width [107]. Factors contribut-

ing to LER include statistical variation in the photon count during lithographic exposure, the

aerial image contrast, and the absorption rate and composition of the photoresist [19, 49].

Effects of LER are expected to become significant as transistor dimensions shrink below

50nm, and severe at below 32nm [107]. In particular, the σV TH due to LER is expected to

dominate over RDF at LG < 20nm [10], if the present LER value of approximately 4nm

does not scale. Both LER and RDF also likely contribute to the significant slow-down in the

scaling of the transistor LG (as mentioned previously and shown in Figure 1.1) in the recent

technology nodes [91, 99].

Additional sources of variability may include gate oxide interface roughness, strain-

induced mobility (µ) variations, etc. A summary of the different sources of random and

systematic variations [110] is provided, for completeness, in Table 1.1.
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Table 1.1: Random and systematic sources of process variability [110].

Parameter Random Systematic
Gate Length (LG) Line-edge roughness (LER)

[105]
Lithography and etching:
proximity effects, orienta-
tion [106]

Gate Oxide Thickness
(TOX)

Si/SiO2 and SiO2/Poly-Si
interface roughness [11]

Non-uniformity in oxide
growth

Channel Dopant Concen-
tration (NCH)

RDF-induced σV TH [55] Non-uniformity in dopant
implantation, dosage, diffu-
sion

Threshold Voltage (VTH) Random anneal tempera-
ture and strain effects

Non-uniform annealing tem-
peratures [117] (metal cover-
age over gate); biaxial strain

(non-NCH related)
Mobility (µ) Random strain distributions Systematic variation of

strain in the Si due to STI,
S/D area, contacts, gate
density, etc.

1.2.2 Transistor Characteristics

In addition to increases in the standard deviations of the SRAM stability margins

due to process variability, technology scaling also affects the means. In modern MOSFETs,

short channel behaviors such as drain-induced barrier lowering (DIBL), channel length mod-

ulation, velocity saturation, etc. [152] impact the transistor on-state characteristics. DIBL

is particularly destructive to the read stability of a 6-T SRAM bitcell (at higher supply
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Figure 1.6: Recent advancements in strain engineering have led to higher improvements in
the PMOS IDSAT over the NMOS IDSAT - data estimated from [99]. For a minimum-sized
SRAM bitcell, writeability is degraded due to a decreasing cell α-ratio.

voltages), as it degrades the transistor output impedance and thus the inverter gain in the

read voltage transfer curves (VTC) - see Section 2.2.1.

Additionally, recent advancements in strain engineering have enhanced the hole mo-

bility (µp) at a faster rate than the electron mobility (µn), leading to a faster improvement

in the PMOS on-current compared to the NMOS on-current (Figure 1.6) - thus closing the

gap between NMOS and PMOS performance. While this may benefit logic circuits, through

a reduction in the gate logical effort [133] - by allowing equal pull-up versus pull-down

strengths with smaller PMOS-to-NMOS ratios; it can be detrimental to the writeability of

a minimum-sized SRAM bitcell, through a reduction in the cell α-ratio (Section 2.2.2).

Furthermore, increased subthreshold and gate leakage currents may impact the SRAM

array segmentation - thus limiting the array efficiency, and may also place an upper bound to

the array size due to a power constraint. Figure 1.7a shows that the per-cell leakage current

increases at a much higher rate than the per-cell read current (IREAD) with technology

scaling. In the worst-case, the bit-line leakage currents from all un-accessed bitcells in the

same column compete against the IREAD of the cell under read access (Section 5.3.4). As
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Figure 1.7: (a) Per-cell leakage current increases at a much higher rate than the per-cell
read current (IREAD) with technology scaling. (b) As a result, a large fraction of the bit-line
signal may be lost for higher column heights. Figures adapted, with estimated data points,
from [114].

a result, a large fraction of the bit-line signal may be lost for tall columns in a scaled

process (Figure 1.7b). On top of the signal loss, read access time requirements may further

limit the column height [3]. In addition, as the transistor gate oxide thickness continues

to shrink, not only does the gate leakage increase, the gate oxide reliability also becomes

compromised [4, 114,122].

Finally, while the recent trend indicates a decrease in the per-cell sensitivity to soft

errors (or single event upsets) - as the scaling of the collection area compensates the reduction

in the cell critical charge (QCRIT ) - with technology scaling [56,115], the per-chip soft error

rate (SER) has been steadily increasing due to a ∼ 2× increase in the bit capacity per

generation.

Therefore, with continued technology scaling, embedded SRAM simultaneously suf-

fers from the ever-increasing standard deviations over means of the stability margins (due to

process variability), increased leakage, reduced gate oxide reliability, and reduced SER relia-
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bility. While each issue presents a formidable challenge to the continuation of SRAM scaling,

this work focuses primarily on the impact of process variability on SRAM functionality.

1.3 Combating Variability: Contemporary Work

The impact of process variability on SRAM functionality has been an active area

of research. To better investigate the failure mechanisms of SRAM bitcells, new metrics

to numerically quantify the cell read stability [61, 119, 150] and the cell writeability [20,

21, 30, 61, 119, 134, 150] have been proposed to complement the classical static noise margin

(SNM) [123]. In addition, methods to analytically model the SRAM read margin [22,61,70]

and write margin [61] have been developed. While these techniques offer fast yield analysis

and/or design optimization, their accuracies are compromised by the approximations made

in their formulations. As transistor models become more and more complex with scaling,

the error from these approximations will inevitably grow.

Another common approach is to estimate the yield using SPICE- and/or TCAD-

based Monte Carlo simulations. While this approach can be time consuming, statistical

methods can be applied to quickly estimate the probability of failure [27, 46, 78, 128, 147].

However, the accuracies of these methods depend on the device models. As process becomes

increasingly complex and harder to control, designers can no longer rely on model accuracy

to fully capture the random effects in large cache memories. As an example, measured and

simulated σV TH due to RDF are plotted in Figure 1.8 for 65nm and 45nm process nodes,

illustrating large gaps between silicon measurements and simulations.

Recently, methods have been developed to characterize SRAM variability through
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Figure 1.8: Measured and simulated σV TH due to RDF, under equivalent doping conditions,
for (a) a 65nm process and (b) a 45nm process. The figures are adapted, with estimated
data points, from [85].

measuring DC read/write margins in small SRAM macros with wired-out storage nodes [20,

21]. This significantly enhances the accuracy of SRAM failure analysis over both analytical

methods and simulations, but requires the removal of upper metal layers and the insertion

of large switch networks to access all internal storage nodes. As a result, this approach

is limited to delivering smaller data volume that may be unsuitable for failure analysis of

large cache memory. Thus, SRAM designers continue to rely on collecting distributions of

bit-line read currents (IREAD) [53] to gauge the performance and minimum operating voltage

(VMIN) [4,14] to gauge the SRAM read stability and writeability in large functional SRAM

arrays. However, direct correlation between measured SRAM read/write margins and VMIN

in large functional SRAM arrays has not been established.

In addition to characterizing the impact of process variability on SRAM functional-

ity, circuit techniques have been adopted to maintain functionality in the presence of process

variations. The simplest form of such techniques involves the optimization of transistor siz-
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ing to either shift the means of the read/write margin distributions - through adjusting the

cell beta- and alpha-ratios, or decrease the standard deviations of the read/write margin dis-

tributions - through collectively increasing the transistor dimensions, or both. Alternatively,

bitcell designs implemented with extra (i.e. more than six) transistors have been proposed to

enhance the cell margins [35, 37, 154]. However, these techniques inevitably result in larger

cell areas, undermining the fundamental drive to increase density. To increase the array

robustness of smaller bitcell designs, assist techniques [41,100,104,116,125,144,156,162] can

be implemented to widen the SRAM design margins by shifting the SRAM operating point

away from failure (Section 4.6). However, such techniques degrade the array efficiency and,

thus, the array density.

1.4 Research Goal

With aggressive technology scaling, the construction of a large memory array now

presents an extreme example of variability-aware design. To satisfy the functionality of

hundreds of millions of SRAM cells in current on-die cache memories, the design has to

provide more than 6 standard deviations of margin to parameter variations. This is becoming

increasingly challenging to satisfy, and presents a major problem for continued scaling of

memory density.

In addition to technological advances, the enablement of future SRAM scaling will

depend on the ability to monitor and characterize, on-chip, the variations in SRAM func-

tionality and performance; this is critical for both gaining a deeper understanding of the

sources of variability and for developing more robust circuits and topologies. This disserta-
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tion facilitates the design of embedded SRAM in the presence of process variability in the

following ways:

� Developing a methodology to characterize, directly, the impact of process

variability on the functionality of large SRAM-based cache memories.

SRAM read stability and writeability are, conventionally, measured from stan-

dalone SRAM macros with wired-out storage nodes (Section 1.3). This often requires

a very large area overhead that is associated with the switch network, and therefore, is

typically limited to delivering smaller data volume. A method to directly measure the

SRAM read stability and writeability from functional arrays is developed, using direct

bit-line access. This method is capable of collecting massive silicon data at little hard-

ware and/or design overhead (compared to the conventional method) and is validated

on two test chips, fabricated in an early commercial low-power 45nm CMOS process.

� Building a better understanding for the usage of various SRAM read sta-

bility and writeability metrics.

Recently, several read stability and writeability metrics have been proposed

(Section 1.3). While each metric has been shown to provide a good indication for

the SRAM read/write functionality, detailed examinations reveal discrepancies among

the various metrics under different characterization conditions. To further assess the

different metrics, their respective suitabilities for yield prediction are also compared.

Having a deeper understanding of the various design metrics can help designers to

more effectively use them for SRAM yield analysis.

� Designing new SRAM bitcells using thin-body double-gated (DG) FinFETs.
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Due to the ever-increasing RDF-induced σV TH in planar bulk-Si MOSFETs,

SRAM design using a thin-body DG FinFET process is investigated as an alternative.

The FinFET technology not only offers reduced σV TH , due to the elimination of RDF,

and better control of the short channel effects (SCE), but also provides an opportunity

for better stability trade-offs through its independently-gated (IG) operation.

1.5 Dissertation Outline

Chapter 2 reviews and compares the various conventional SRAM stability metrics

in detail. The limitations of these conventional metrics are highlighted, and the large-scale

SRAM read stability and writeability metrics are introduced as solutions. In addition, a

method for per-cell minimum operating voltage, VMIN , characterization using direct bit-

line measurements is also described. The correlations between the various conventional and

large-scale metrics, as well as per-cell VMIN , are studied, in detail, through Monte Carlo

simulations; and speculations for the utilities of the different metrics for VMIN estimation

are made.

Chapter 3 details the implementations of two variability characterization test chips

in a commercial low-power strained-Si 45nm CMOS process. These test chips allow mea-

surements of both the conventional SRAM design metrics and the large-scale SRAM design

metrics for three different bitcell designs - achieving cell areas of 0.374 µm2, 0.299 µm2, and

0.252 µm2.

Chapter 4 presents the measurement results, where direct correlations between the

conventional SRAM design metrics and the large-scale SRAM design metrics, and between
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the large-scale SRAM design metrics and the per-cell VMIN , are established. The large-scale

characterization of SRAM variability is attractive for early stages of SRAM development

due to its ability to capture massive statistical data at a very low design and area overhead,

compared to the conventional method. In addition, a method to estimate the VMIN of a

functional SRAM array using the large-scale read/write margin measurements is described.

Sources of systematic variations and their impacts on the SRAM cell stability are studied.

Finally, the impact of several read and write assist circuits on the SRAM cell stability is

investigated.

Chapter 5 evaluates FinFET based SRAM as an alternative in nanoscale memory

design. Both 6-T and 4-T SRAM bitcells are analyzed using mixed-mode Taurus simulations.

New bitcell designs are proposed to take advantage of the unique independently-gated (IG)

operation of the FinFET technology. It is shown that the IG FinFET design using dynamic

pass-gate feedback (PGFB) can both dramatically enhance the read stability of a 6-T SRAM

cell and enable the practical design of a 4-T SRAM cell.

Finally, Chapter 6 presents a summary of this dissertation - highlighting the key

contributions of this work, along with future research directions.
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Chapter 2

Characterizing SRAM Read Stability

and Writeability

2.1 Introduction

The most important properties of an SRAM array, in addition to power and per-

formance targets, are its density and its yield, which is limited by the impact of process

variability on per-cell functionality. Yield can be guaranteed for large SRAM arrays by pro-

viding sufficient design margins for functionality, which are determined by transistor sizing

(W and LG), the selection of transistor threshold voltages (VTH), and the SRAM cell supply

voltage (VCELL); and/or by implementing assist techniques [41,100,104,125,144,156,162]. In

order to investigate the impact of process variability on the functionality of an SRAM cell,

the metrics for characterizing SRAM read stability and writeability must first be understood.

Section 2.2 explores in detail the conventional read stability and writeability metrics

used in recent studies [20, 21, 30, 61, 119, 123, 150] for SRAM yield estimation. Section 2.3
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Figure 2.1: Schematic of a 6-T SRAM bitcell.

highlights the limitations of the conventional metrics and introduces the large-scale SRAM

read stability and writeability metrics as solutions. In addition, a method for per-cell min-

imum operating voltage, VMIN , characterization using direct bit-line measurements is also

described.

2.2 Conventional SRAM Design Metrics

2.2.1 Standby and Read Stability Metrics

Figure 2.1 shows the schematic of a 6-T SRAM bitcell. It consists of two cross

coupled inverters (PL − NL and PR − NR) for data retention and two pass-gate transistors

(NAXL and NAXR) for read/write access. In the standby mode, assuming a prevalently used

precharge-high bit-line scheme, the word-line (WL) is driven low and both bit-lines (BL

and BLC) are precharged to the operating voltage (VDD). During this mode, the PMOS

pull-up transistor (PR) must compensate for all leakage paths to VSS at the ′1′ storage node

(CH). This is satisfied by keeping the cell supply voltage (VCELL) sufficiently high. However,
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the degradation of ION/IOFF ratio and a significant increase in the gate leakage in recent

technology nodes [114], coupled with the recent trend of reducing VCELL during standby to

limit SRAM static power consumption [118], make data retention in large memory arrays a

progressively more difficult task.

During the read operation, the word-line (WL) is driven high and both bit-lines (BL

and BLC) float around the operating voltage (VDD). Due to the activation of the pass-

gate transistor NAXL, the storage node voltage VCL rises above 0V , to a voltage determined

by the resistive voltage divider set up by the pass-gate transistor NAXL and the pull-down

transistor NL between BL and the storage node CL. If VCL exceeds the trip point of inverter

PR − NR during the read cycle, the cell bit will flip, causing a read upset. Similar to data

retention during standby, data retention during the read cycle can be guaranteed by keeping

VCELL sufficiently high, as the cost of increased power consumption during the read cycle.

Alternately, read stability can also be satisfied by increasing the strength of the pull-down

transistor relative to the pass-gate transistor - i.e. by increasing the SRAM cell β-ratio, which

is defined as the strength ratio of the pull-down transistor to the pass-gate transistor. Since

SRAM cells are commonly implemented using minimum geometry transistors to maximize

the density, this is typically achieved by either increasing the pull-down transistor channel

width (W ) or the pass-gate transistor channel length (LG), thus trading off cell compactness

for enhanced cell stability.

Hold and Read Static Noise Margin

The most common metric for characterizing SRAM data stability is the static noise

margin (SNM). SNM can be extracted from the voltage transfer characteristics (VTC) gen-
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Figure 2.2: (a) Definition of HSNM from simulated butterfly-curve. (b) Definition of RSNM
from simulated butterfly-curve.

erated for the two halves of an SRAM cell [123]. The VTC during the standby mode can be

measured by sweeping the voltage at the storage node CH (or CL) with both bit-lines (BL

and BLC) biased at VDD and the word-line (WL) biased at VSS while monitoring the node

voltage at CL (or CH). Figure 2.2a plots the resulting VTC pair, more commonly referred

to as the butterfly-curve, simulated in a commercial low-power 45nm CMOS process for the

standby mode. During the read operation, pass-gate transistors turn ON and the VTC can

be measured by sweeping the voltage at the storage node CH (or CL) with both bit-lines

(BL and BLC) and the word-line (WL) biased at VDD while monitoring the node voltage

at CL (or CH). The butterfly-curve simulated for the read cycle is plotted in Figure 2.2b.

(VCELL is biased at VDD for both measurements.) Both butterfly-curves (during standby and

read cycles) illustrate a bistable circuit operation with 2 stable points - at low VCH (high

VCL) and at high VCH (low VCL), and 1 metastable point - at moderate VCH and VCL. The

SNM of a bitcell for storing a certain data polarity can be quantified by the side of the largest

square embedded within the corresponding opening in the butterfly-curve - i.e. the stability
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Figure 2.3: (a) Read butterfly-curve rotated by 45◦. (b) Length of the side of each embedded
square within the rotated butterfly-curves.

of storing a ′0′ at CH (′1′ at CL) is gauged by the side of the largest square embedded

within the upper-left opening of the butterfly-curve; likewise, the stability of storing a ′1′ at

CH (′0′ at CL) is gauged by the side of the largest square embedded within the lower-right

opening of the butterfly-curve. Therefore, the SNM of an SRAM cell is equal to the side

of the smaller maximum-square1 and it represents the maximum tolerable DC noise voltage

simultaneously added to storage nodes CH and CL before corrupting its data.

The value of the SNM can be analytically extracted from the butterfly-curve by

rotating both the x-axis and the y-axis by 45◦ [123]. The vertical distance between the two

resulting curves corresponds to the diagonal of each square that can be embedded within

the butterfly-curve. Figure 2.3 plots (a) the rotated butterfly-curve simulated for the read

cycle and (b) the length of the side of each embedded square. The shorter peak in Figure

2.3b represents the SNM of the SRAM cell during the read cycle. The SNM captured during

1The side of the square is taken instead of the diagonal because SNM measures the amount of noise
voltage added to VCH and VCL (i.e. x- and y-axis in Figure 2.2) in order to corrupt the cell data.
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the standby mode is commonly referred as the hold static noise margin (HSNM) and the

SNM captured during the read cycle is commonly referred as the read static noise margin

(RSNM). Since NAXL operates in parallel with PL during the read cycle and keeps VCL from

ever reaching 0V , the output-low voltage (VOL) of the inverter PL − NAXL − NL will be

non-zero and the gain in the inverter VTC will decrease [22], causing a reduction in the

SNM. Thus, under the same operating conditions (i.e. VDD, etc.), the SRAM cell is more

susceptible to noise during the read cycle.

N-Curve

Alternately, the SRAM read stability can be characterized using the N-curve [150],

which simplifies the analytical extraction (compared to the SNM). The N-curve can be

measured by sweeping the voltage at the storage node CH (or CL) while monitoring the

current externally sourced into the CH (or CL) node. For N-curve characterization during

the standby mode, BL and BLC are biased at VDD while WL is biased at VSS; for N-

curve characterization during the read cycle, BL, BLC, and WL are all biased at VDD.

(VCELL is biased at VDD for both measurements.) Figure 2.4a plots the N-curve for an

SRAM cell during the standby operation and Figure 2.4b graphically illustrates the relative

current contributions of the pull-down, the pass-gate, and the pull-up transistors to the N-

curve. Figure 2.5 presents similar plots for the read operation. As expected, the current

contribution of the pass-gate transistor is approximately zero during the standby operation.

During the read operation, the pass-gate current contributes negatively to the N-curve and

pulls it down.

The butterfly-curve, for SNM extraction, is compared against the N-curve in Figure
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Figure 2.4: (a) N-curve for sweeping VCL during the standby cycle. (b) ID of pull-
down, pass-gate, and pull-up transistors while sweeping VCL during the standby N-curve
characterization.

Figure 2.5: (a) N-curve for sweeping VCL during the read cycle. (b) ID of pull-down, pass-
gate, and pull-up transistors while sweeping VCL during the read N-curve characterization.

2.6 for the read operation. Figure 2.6a plots the butterfly-curve with VCH on the y-axis and

VCL on the x-axis. The N-curve captured while sweeping VCL is plotted in Figure 2.6b and

the N-curve captured while sweeping VCH is plotted in Figure 2.6c. The 3 zero-crossings

of each N-curve corresponds to the 3 intersection points on each butterfly-curve - the first

and last zero-crossings of the N-curve correspond to the 2 stable roots of the butterfly-curve,

while the middle zero-crossing of the N-curve corresponds to the meta-stable root of the

24



Figure 2.6: (a) Butterfly-curve for SNM extraction during the read operation. (b) N-curve
for sweeping VCL during the read operation (x- and y-axis reversed for comparison). (c)
N-curve for sweeping VCH during the read operation.

butterfly-curve. The locations of the 3 zero-crossings are in agreement with the Kirchhoff’s

current law (KCL) since the N-curve measures the amount of external current required at

each storage node such that the voltage conditions are satisfied while sweeping that storage

node - because KCL is satisfied at each intersection point of the butterfly-curve without any

external current, the N-curve should cross zero at all such intersection points. The static

voltage noise margin (SVNM) [61], also referred to as the critical voltage (VCRIT ) [150],

is defined as the voltage difference between the first 2 zero-crossings of the N-curve and

represents the maximum tolerable DC noise voltage added to the sweeping storage node (i.e.

the storage node corresponding to the x-axis) before data corruption. The static current
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noise margin (SINM) [61], also referred to as the critical current (ICRIT ) [150], is defined as

the first peak current in the N-curve, located near corner B in Figure 2.6a, and represents the

maximum tolerable DC noise current injected into the sweeping storage node (i.e. the storage

node corresponding to the x-axis) before data corruption. The SINM (or ICRIT ) effectively

measures the pull-down transistor current minus the pass-gate transistor current. A third

stability metric, the static power noise margin (SPNM) [61] or the critical power (PCRIT )

[150], includes both voltage and current information and is defined as the area underneath

the N-curve (and above the line y = 0). Similar to the SNM, the SVNM/SINM/SPNM can

be extracted for two data polarities - the SVNM/SINM/SPNM for storing a ′0′ at CH (′1′

at CL) can be found by sweeping VCH and the SVNM/SINM/SPNM for storing a ′0′ at CL

(′1′ at CH) can be found by sweeping VCL.

Butterfly-curve versus N-Curve

Since the N-curve is a relatively recent concept, it is important to investigate its

accuracy in estimating SRAM read stability against the well-studied SNM. Figure 2.7, Figure

2.9, and Figure 2.13 show the scatter plots of the three N-curve read stability metrics - SVNM,

SINM, and SPNM - versus RSNM obtained from 3k-sample Monte Carlo (MC) simulations,

with common-mode global variations in LG, W , TOX , and VTH as well as random mismatch

in VTH for all transistors, using a commercial low-power 45nm CMOS process. The MC

simulations are done at VDD = 1.1V , 0.9V , and 0.6V to examine the correlations between

the N-curve metrics and RSNM under higher operating voltages, with high read stability, as

well as at lower operating voltages, where the bitcells approach read stability failure. Figure

2.7a-b show a reasonable linear correlation, with some dispersion, between SVNM and RSNM
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at higher operating voltages - VDD = 1.1V , and 0.9V . The dispersion can be attributed to

the fact that while both RSNM and SVNM attempt to measure the size of the eye-opening

in the butterfly-curve, the SVNM only captures the intersection points on the butterfly-

curve whereas the RSNM tracks the actual VTC and measures the maximum separation in

the eye-opening. As VDD is reduced to 0.6V , the correlation between SVNM and RSNM

is significantly improved and a near 1-to-1 mapping is established between the two metrics

near read stability failure, which is identified by the origin of Figure 2.7c. This indicates that

both RSNM and SVNM share a common point of failure, which is in agreement with theory

since SVNM = 0 implies a single intersection point at the eye-opening of the butterfly-curve

and translates to a zero RSNM. However, while results indicate that the correlation between

SVNM and RSNM is very good down to the zero crossing, it is important to note that a

negative SVNM cannot be quantized, as the N-curve does not cross the y = 0 line, whereas

a negative RSNM can be quantized as the side of the minimum square embedded between

the VTC pair2 at the region where the eye-opening no longer exists - this is similar to the

write noise margin (WNM) definition discussed in Section 2.2.2. This scenario is described

in Figure 2.8.

Figure 2.9 illustrates a marginal correlation between SINM and RSNM at higher

operating voltages - VDD = 1.1V , and 0.9V . This correlation does not improve significantly

with a decreasing VDD until very close to the point of read stability failure - corresponding

to the lower left corner of Figure 2.9c. The poor correlation between SINM and RSNM at

higher operating voltages can be partially attributed to a difference in the sensitivities of

2The VTC pair can no longer be described as the butterfly-curve as the unstable data polarity does not
produce an eye-opening.
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Figure 2.7: Scatter plots for SVNM versus RSNM obtained from 3k-sample MC simulations
using a commercial low-power 45nm CMOS process at (a) VDD = 1.1V , (b) VDD = 0.9V ,
and (c) VDD = 0.6V .

Figure 2.8: (a) VTC pair for an SRAM cell with a negative read margin. (b) N-curve
while sweeping VCL for an SRAM cell with a negative read margin (x- and y-axis reversed
for comparison). (c) N-curve while sweeping VCH for an SRAM cell with a negative read
margin.
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Figure 2.9: Scatter plots for SINM versus RSNM obtained from 3k-sample MC simulations
using a commercial low-power 45nm CMOS process at (a) VDD = 1.1V , (b) VDD = 0.9V ,
and (c) VDD = 0.6V .

Figure 2.10: (a) ID of pull-down, pass-gate, and pull-up transistors while sweeping VCH for
extracting the SINM near corner B. (b) ID of pull-down, pass-gate, and pull-up transistors
as a function of VCH while sweeping VCL for the characterization of corner A in the RSNM
extraction.
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a current noise margin (SINM) and a voltage noise margin (RSNM). In addition, a closer

examination of Figure 2.6a reveals a difference in the bias conditions of SINM versus RSNM

extraction - while the SINM is extracted near corner B of Figure 2.6a, the RSNM is extracted

using both corners A and B [22]. More specifically, from Figure 2.6, the SINM is extracted

as the current difference between NR and NAXR (refer to Figure 2.1) with both VCL and VCH

determined near corner B of Figure 2.6a. The RSNM, on the other hand, is extracted as the

maximum distance between the VCL(VCH)3 curve near corner B - using transistors PL, NL,

and NAXL - and the VCH(VCL) curve near corner A - using transistors PR, NR, and NAXR.

Therefore, transistors NR and NAXR are biased differently for extracting the RSNM (near

corner A) and for extracting the SINM (near corner B) - this difference appears in both VCL

and VCH and is approximately equal to the RSNM of the SRAM bitcell (i.e. the difference

between A and B along the x- and y-axis). Figure 2.10 graphically illustrates the impact

of this difference in bias on the drain currents of transistors NR and NAXR during SINM

and RSNM extraction; where the pull-down transistor (NR) is biased by both VCL and VCH

and the pass-gate transistor is biased by VCH . Due to the high current sensitivities of both

the pull-down and the pass-gate transistors near corner A (for the extraction of the RSNM)

and corner B (where the SINM is measured), this difference in bias helps to increase the

dispersion between the extracted SINM and RSNM values.

Since the bias difference between the SINM and the RSNM extraction is approxi-

mately equal to the RSNM of the SRAM bitcell, the dispersion between the extracted SINM

and RSNM values is expected to decrease significantly when VDD is low (e.g at 0.6V ). While

this is true, a different phenomenon limits the correlation between SINM and RSNM when

3VCL(VCH) corresponds to VCL as a function of VCH .
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Figure 2.11: Distribution densities of the pass-gate transistor and the pull-down transistor
current contributions to SINM at VDD = 1.1V , 0.9V , and 0.6V .

VDD is decreased. This can be understood by examining Figure 2.5b, which reveals that, at

the VCL value where the N-curve peaks (i.e. where the SINM is measured), the pass-gate

transistor approaches weak-inversion even at higher operating voltages - this is possible as

high VTH transistors are used and the VTH of the pass-gate transistor is further increased by

a reverse body bias (RBB) effect because its source node is biased at a higher potential than

the P-well, which is biased at VSS. As a result, the distribution of the pass-gate transistor

current contribution is expected to deviate from that of a normal random variable. As the

operating voltage is further reduced, the pass-gate transistor approaches the subthreshold

region, where the drain current varies exponentially with the transistor VTH , and the dis-

tribution of the pass-gate transistor current contribution becomes log-normal. Figure 2.11

plots the distribution densities of the pass-gate transistor and the pull-down transistor cur-

rent contributions to the SINM at VDD = 1.1V , 0.9V , and 0.6V . As expected, the pass-gate

transistor current distribution deviates from that of a normal random variable as VDD is de-

31



Figure 2.12: Distribution densities of (a) RSNM and (b) SINM at VDD = 1.1V , 0.9V , and
0.6V .

creased from 1.1V and becomes log-normal as VDD approaches 0.6V . Figure 2.11 also shows

that the pull-down transistor current contribution is normally distributed at VDD = 1.1V and

0.9V . However, at VDD = 0.6V , the pull-down transistor current distribution deviates from

that of a normal random variable as the pull-down transistor approaches weak-inversion due

to a high VTH and a low VDD. Since the SINM effectively measures the pull-down transistor

current minus the pass-gate transistor current at the N-curve peak, the SINM distribution

is also expected to deviate from that of a normal random variable as VDD is reduced. Figure

2.12 plots the distribution densities of the RSNM and the SINM at VDD = 1.1V , 0.9V , and

0.6V . As expected, the SINM data deviates from a normal distribution as VDD is reduced

to 0.6V 4 whereas the RSNM data continues to show a normal distribution. Consequently,

elevated dispersion exists between the extracted SINM and RSNM values in Figure 2.9c at

VDD = 0.6V . However, Figure 2.9c does show a significant improvement in the correla-

4The SINM data fits well to a normal distribution at VDD = 1.1V and 0.9V despite the deviation of the
pass-gate transistor current from a normal distribution because the pull-down transistor current dominates
in determining the SINM value.
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Figure 2.13: Scatter plots for SPNM versus RSNM obtained from 3k-sample MC simulations
using a commercial low-power 45nm CMOS process at (a) VDD = 1.1V , (b) VDD = 0.9V ,
and (c) VDD = 0.6V .

tion between SINM and RSNM near the point of read stability failure, indicating that the

two metrics can track each other near failure and share a common zero-crossing - this is in

agreement with theory since SINM = 0 coincides with SVNM = 0, which translates to a

zero RSNM as the eye-opening in the butterfly-curve closes up completely. Figure 2.9c also

indicates a reduction in the sensitivity of the SINM metric as compared to the RSNM near

read stability failure - this is expected from the behavior of the log-normal distribution for

the SINM at VDD = 0.6V (Figure 2.12). However, whereas a negative SVNM cannot be

quantized, a negative SIVM can still be quantized as the first peak in the N-curve even if

the peak is negative (Figure 2.8).

Figure 2.13 exhibits excellent correlation between SPNM and RSNM - even better

than the correlation between SVNM and RSNM - at VDD = 1.1V . However, the correlation

between SPNM and RSNM degrades as the operating voltage is reduced - this can be at-

tributed to the deviation of the extracted SINM from a normal distribution that exacerbates

the correlation between SINM and RSNM at lower operating voltages, since the SPNM con-
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tains both voltage and current information. Nevertheless, results indicate that SPNM does

track RSNM reasonably well down to VDD = 0.6V . At VDD = 0.6V , although the correlation

degrades at higher SPNM and RSNM values, the lower tail in the scatter plot does show a

significant improvement in the correlation. Similar to the SINM versus RSNM scatter plot

in Figure 2.9c, Figure 2.13c bends in the direction of the origin, indicating that SPNM and

RSNM also share a common zero-crossing. This is in agreement with theory since SPNM

= 0 coincides with both SINM = 0 and SVNM = 0, which translates to a zero RSNM as

the eye-opening in the butterfly-curve closes up completely. Similar to the SVNM, however,

a negative SPNM cannot be quantized as the N-curve does not cross the y = 0 line (Figure

2.8).

The authors in [61] claim that the N-curve offers a more complete and proper defini-

tion of the SRAM read stability criteria over the butterfly-curve by providing both voltage

and current information. In this claim, the authors highlight the comparison of the read

stability between two SRAM bitcells with similar transistor ratios, but with the widths of

all transistors in one bitcell sized up by 2×. The author shows that while the two bitcells

exhibit the same RSNM and SVNM, the doubly-sized bitcell achieves nearly a 2× increase

in the SIVM - suggesting that this SRAM bitcell design can withstand up to 2× more DC

noise current at its storage nodes before data corruption and therefore should have higher

read stability. However, to more properly compare the different read stability metrics, the

SRAM yield should be considered.
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Figure 2.14: Fail probability as a function of VDD - used to illustrate the definition of VMIN .

Minimum Operating Voltage (VMIN)

A common method to quantify the yield of large SRAM arrays has been the SRAM

array minimum operating voltage (VMIN) [4, 14] - this quantification may be a partial con-

sequence of embedded SRAM design becoming more and more power limited [160]. Figure

2.14 plots the SRAM fail probability as a function of VDD. The SRAM array VMIN can be

defined as the highest VDD able to keep the fail probability below a specified threshold. This

threshold depends on the memory array size and the number of correctable failures through

error-correction codes (ECC) and/or redundancy. For example, consider a memory array of

1 million bitcells with no ECC/redundancy; as illustrated in Figure 2.14, its VMIN is equal

to the VDD corresponding to a fail probability of 10−6.

In the case of a static read operation, the fail probability corresponds to the prob-

ability for which read margin < 0. To better assess the different read stability metrics, a

per-cell VMIN can be characterized during the read cycle (i.e. VMIN,RD), along with the

various metrics, as the VDD for which read retention is no longer satisfied - i.e. by decreasing

VDD until a pre-initialized state is flipped.
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Figure 2.15: Scatter plots for RSNM versus VMIN,RD obtained from 3k-sample MC sim-
ulations using a commercial low-power 45nm CMOS process at (a) VDD = 1.1V , (b)
VDD = 0.9V , and (c) VDD = 0.6V .

Figure 2.16: Scatter plots for SVNM versus VMIN,RD obtained from 3k-sample MC sim-
ulations using a commercial low-power 45nm CMOS process at (a) VDD = 1.1V , (b)
VDD = 0.9V , and (c) VDD = 0.6V .

Figures 2.15-2.18 show the scatter plots of all four aforementioned read stability met-

rics - RSNM, SVNM, SINM, and SPNM - versus VMIN,RD obtained from 3k-sample MC

simulations using a commercial low-power 45nm CMOS process. The MC simulations for

the read stability metrics are done at VDD = 1.1V , 0.9V , and 0.6V to examine their corre-

lations with VMIN,RD under higher operating voltages, with larger read margins, as well as
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Figure 2.17: Scatter plots for SINM versus VMIN,RD obtained from 3k-sample MC simulations
using a commercial low-power 45nm CMOS process at (a) VDD = 1.1V , (b) VDD = 0.9V ,
and (c) VDD = 0.6V .

Figure 2.18: Scatter plots for SPNM versus VMIN,RD obtained from 3k-sample MC sim-
ulations using a commercial low-power 45nm CMOS process at (a) VDD = 1.1V , (b)
VDD = 0.9V , and (c) VDD = 0.6V .

at lower operating voltages, where the read margins approach zero. Figures 2.15 and 2.16

indicate good correlations between RSNM/SVNM and VMIN,RD at all operating voltages.

The correlations between RSNM/SVNM and VMIN,RD improve as the operating voltage for

read margin extraction is reduced from 1.1V to 0.6V . At VDD = 0.6V , the correlations are

excellent and a near 1-to-1 mapping between RSNM/SVNM and VMIN,RD is established,
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indicating that both RSNM and SVNM can effectively track VMIN,RD. Conversely, Figure

2.17 shows that the SINM does not correlate very well with VMIN,RD. However, this cor-

relation improves significantly at VDD = 0.6V for SRAM cells near read stability failure -

i.e. in the region of high VMIN,RD values and low SINM values. Figure 2.18 shows that

SPNM can achieve a better correlation with VMIN,RD than SINM. However, the correlation

between SPNM and VMIN,RD degrades as the operating voltage is reduced. Nevertheless, the

lower-right tails of the SPNM-VMIN,RD scatter plots in Figure 2.18 do show decent correla-

tions, especially at VDD = 0.6V , indicating that the SPNM can reasonably track VMIN,RD for

SRAM cells with low read stability. This investigation concludes that while the N-curve does

offer both voltage noise margin and current (and also power) noise margin metrics, only the

voltage margin metrics - RSNM and SVNM - can most effectively track the SRAM VMIN,RD.

However, Section 4.3.2 shows that the accuracy of VMIN,RD estimation using SVNM may

be questionable due its inability to quantify a negative read margin. In addition, although

SINM and SPNM demonstrate good correlation with VMIN,RD near read stability failure,

their non-Gaussian distributions limit their utility in VMIN,RD estimation (Section 4.3.2).

2.2.2 Writeability Metrics

During the write cycle, the bit-lines (BL and BLC) are driven differentially by the

data input and WL is asserted. Assuming that the storage node CH holds a ′1′ as in Figure

2.1 and BLC is driven low, the WL assertion forms a resistive voltage divider between the

falling BLC and the storage node CH through transistors NAXR and PR. If the voltage

divider pulls VCH below the trip point of inverter PL − NL, a successful write operation
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takes place. Since the write operation depends on a voltage division between the pass-gate

transistor (NAXR) and the pull-up transistor (PR), the writeability of an SRAM cell can

be guaranteed by increasing the strength of the pass-gate transistor relative to the pull-

up transistor - i.e. by increasing the SRAM cell α-ratio, which is defined as the strength

ratio of the pass-gate transistor to the pull-up transistor. This is typically achieved by either

increasing the pass-gate transistor channel width (W ) or the pull-up transistor channel length

(LG) while keeping its W small - note that the requirements for writeability partially conflicts

with the requirements for read stability presented in Section 2.2.1; for this reason, achieving

balanced read stability and writeability remains as one of the most critical challenges in

nanoscale SRAM design. Alternately, the SRAM cell α-ratio can be adjusted through the

selection of the NMOS and PMOS transistor threshold voltages (VTH) and/or by optimizing

the electron- versus hole-mobility via channel strain.

Write Noise Margin

The SRAM writeability can be gauged by the write noise margin (WNM) [20, 21],

which can be extracted from the voltage transfer characteristics (VTC) generated for the two

halves of an SRAM cell biased for the write operation. Figure 2.19 graphically illustrates

the two VTC pairs generated to characterize the SRAM writeability for both data polarities

- i.e. writing a ′0′ into CL (′1′ into CH) and writing a ′0′ into CH (′1′ into CL). During the

write operation, the bit-lines are differentially driven to either VDD or VSS corresponding to

the data input. The ability to write a ′0′ into storage node CL (′1′ into storage node CH) is

assessed by a write-VTC - captured by sweeping VCH while monitoring VCL with WL and
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BLC biased at VDD and BL biased at VSS - and a read-VTC5 - captured by sweeping VCL

while monitoring VCH with WL, BL, and BLC all biased at VDD; this VTC pair is plotted

in Figure 2.19a. Similarly, the ability to write a ′0′ into storage node CH (′1′ into storage

node CL) is assessed by a read-VTC - captured by sweeping VCH while monitoring VCL with

WL, BL, and BLC all biased at VDD - and a write-VTC - captured by sweeping VCL while

monitoring VCH with WL and BL biased at VDD and BLC biased at VSS; this VTC pair is

plotted in Figure 2.19b. (VCELL is biased at VDD for all above cases.) A 200mV sweep margin

is added at the beginning and the end of the sweeping step - i.e. a −0.2V to 1.1V storage

node sweep is done for VDD = 0.9V (which requires only a 0V to 0.9V sweep). This is done

to expose the convexity of the write-VTC for bitcells with higher writeability. Figure 2.19

illustrate a monostable circuit operation with a single intersection point corresponding to the

written data polarity. The WNM of a bitcell for writing either data polarity is quantified by

the side of the smallest square embedded between the corresponding read- and write-VTC

pair located on the opposite half of the transfer curves - i.e. away from the stable point. The

SRAM cell WNM is equal to the side of the smaller minimum-square (near corners A and

B in Figure 2.19b). When WNM falls below zero, the write-VTC intersects the read-VTC,

indicating a positive retention margin even when the bit-lines are differentially driven (while

WL is asserted), thus suggesting an inability to write.

The value of the WNM can be analytically extracted from the VTC-pair by rotating

both the x-axis and the y-axis by 45◦, similar to the SNM extraction. The vertical distance

between the two resulting curves correspond to the diagonal of each square that can be

5This is referred to as the read-VTC because the transfer curves are the same as the VTC captured
during the read SNM extraction. The measurement setups are similar as well - i.e. WL, BL and BLC all
biased at VDD while sweeping the storage node.
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Figure 2.19: Definition of WNM from simulated VTC-pair for (a) writing a ′0′ into CL (or
′1′ into CH) and (b) writing a ′1′ into CH (or ′0′ into CL).

Figure 2.20: The VTC pair, rotated by 45◦, for (a) writing a ′0′ into CL (or ′1′ into CH)
and (b) writing a ′0′ into CH (or ′1′ into CL). (c) Length of the side of each embedded
square within the rotated VTC pair.
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embedded within the VTC-pair. Figure 2.20a-b plots the rotated VTC-pair simulated for

writing both data polarities into the SRAM cell. Figure 2.20c plots the length of the side

of each embedded square. This length is plotted only for the region of interest - e.g. for

writing a ′0′ into CL (Figure 2.20a), the length is plotted only for x < 0, corresponding

to the upper-left half in Figure 2.19a; this is because VCL = VOL and VCH = VOH (where

VOH denotes the output-high voltage) should be the only stable root of the VTC-pair - this

method looks for a second root away from this stable root, above the trip point of the inverter

PR −NAXR −NR (i.e. for which VCH = VOL). The shorter valley in Figure 2.20c represents

the WNM of the SRAM cell during the write cycle.

N-curve - Writeability Current

Alternate to WNM, the SRAM writeability can be characterized using the N-curve,

similar to the case for read stability. Unlike the N-curve setup to characterize the read

stability, however, the N-curve for writeability characterization, for writing a ′0′ into CL

(′1′ into CH), is measured by sweeping the voltage at the storage node CL with WL and

BLC biased at VDD and BL biased at VSS while monitoring the current externally sourced

into the CL node. Figure 2.21a plots the N-curve for writing a ′0′ into the CL node of an

SRAM cell. Likewise, to characterize writeability for writing a ′0′ into CH (′1′ into CL),

VCH is swept with WL and BL biased at VDD and BLC biased at VSS while monitoring the

current externally sourced into the CH node. Figure 2.21b plots the N-curve for writing a ′0′

into the CH node of an SRAM cell. (VCELL is biased at VDD for both measurements.) The

relative current contributions of the pull-down, the pass-gate, and the pull-up transistors

to the N-curve (for writing a ′0′ into CH) is illustrated in Figure 2.21c. The writeability
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Figure 2.21: Definition of IW from measured N-curve for (a) writing a ′0′ into CL (or ′1′

into CH) and (b) writing a ′1′ into CH (or ′0′ into CL). (c) ID of pull-down, pass-gate, and
pull-up transistors while sweeping VCH during N-curve characterization for writing a ′1′ into
CH.

current [30, 119], IW , is defined as the current valley of the N-curve, located near corner B

in Figure 2.19b, and effectively measures the pass-gate transistor current minus the pull-up

transistor current as the current contribution from the pull-down transistor near the current

valley is approximately zero. A larger IW corresponds to a more writeable bitcell, while IW <

0 represents a write failure. It should be noted that if IW ≤ 0, the write-VTC will intersect

the read-VTC (in Figure 2.19b) at the same VCH point(s) where the N-curve current ICH

intersects the line y = 0 (in Figure 2.21b), resulting in zero or negative WNM.

It has been reported in literature that the writeability metrics can be extracted using

the exact same N-curve as the read stability metrics [61]. The write trip voltage (WTV)

is defined as the voltage difference between the last 2 zero-crossings on the N-curve and

represents the voltage drop needed to flip the data polarity of the SRAM bitcell when both

bit-lines are biased at VDD. The write trip current (WTI) is defined as the current valley of

the N-curve and represents the current needed to flip the data polarity of the SRAM bitcell
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Figure 2.22: Definition of WTV and WTI from measured N-curve.

when both bit-lines are biased at VDD. Figure 2.22 graphically illustrates the definitions of

WTV and WTI on the N-curve. One important property of the WTV and the WTI is that

they are measured with both bit-lines biased at VDD and, therefore, do not reflect actual

transistor operation during a write cycle, when the bit-lines are driven differentially. The

most notable difference is in the pass-gate transistor operation. During WTV and WTI

measurements, the source node6 of the pass-gate transistor at the sweeping storage node is

tied to the bit-line and is biased at VDD. As a result, a reverse body bias (RBB) is exerted

on the pass-gate transistor. Conversely, during a write operation, the source node of the

same pass-gate transistor is biased at VSS and therefore exerts no RBB. In addition, the

VDS of the pass-gate transistor also differ in the two cases near the region where WTV and

WTI are defined, thus exerting different degrees of drain induced barrier lowering (DIBL).

Consequently, IW , measured when the SRAM bitcell is biased under a write operation, is

better suited for writeability characterization than WTV and WTI.

6The source node corresponds to the drain/source terminal of the pass-gate transistor with a lower
potential during a write operation.
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Write Noise Margin versus Writeability Current

Similar to the case for the read stability metrics, the correlation between IW and

WNM is examined. Figure 2.23 shows the scatter plot of IW versus WNM obtained from

3k-sample MC simulations using a commercial low-power 45nm CMOS process. The MC

simulations are done at VDD = 0.9V and 0.6V to examine the correlations between IW and

WNM under higher operating voltage, with high writeability, as well as at lower operating

voltages, where the bitcells approach writeability failure. At VDD = 0.9V , the WNM values

saturate as the write-VTC for SRAM cells with higher writeability fail to expose convexity

even with a 200mV sweep margin. As a result, the correlation between IW and WNM is

exacerbated due to an error in the extraction process. In addition, the correlation between

IW and WNM also suffers due to similar reasons as the correlation between SINM and

RSNM (Section 2.2.1); however, due to much lower sensitivities of the pass-gate transistor

and the pull-up transistor currents near corners A (for the WNM extraction) and B (where

the IW is measured) in Figure 2.24, the correlation between IW and WNM does not suffer as

much from a difference in the bias point of the IW versus the WNM extraction. As VDD is

reduced to 0.6V , convexity is successfully exposed in the write-VTC for all or most SRAM

cells and the correlation between IW and WNM is significantly improved, especially near

writeability failure. Elevated dispersion still exists in the region of high writeability as both

the pull-up transistor and the pass-gate transistor enter the subthreshold region, resulting

in a log-normal distribution for the extracted IW - this is similar to the case for the SINM

distribution (Section 2.2.1). However, better correlation is observed between IW and WNM

due to a lower sensitivity to the bias point in IW versus WNM extraction. Moreover, Figure
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Figure 2.23: Scatter plots for IW versus WNM obtained from 3k-sample MC simulations
using a commercial low-power 45nm CMOS process at (a) VDD = 0.9V and (b) VDD = 0.6V .

Figure 2.24: (a) ID of pull-down, pass-gate, and pull-up transistors while sweeping VCH for
extracting the IW near corner B. (b) ID of pull-down, pass-gate, and pull-up transistors
as a function of VCH while sweeping VCL for the characterization of corner A in the WNM
extraction.

2.23b reveals that IW and WNM share the same failure point as the scatter plot crosses the

origin.

To further investigate the accuracy of IW and WNM in estimating the SRAM write-

ability, their correlation with the SRAM cell VMIN characterized for the write cycle -

VMIN,WRT - is examined. The per-cell VMIN,WRT can be characterized as the VDD for which
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Figure 2.25: Scatter plots for WNM versus VMIN,WRT obtained from 3k-sample MC sim-
ulations using a commercial low-power 45nm CMOS process at (a) VDD = 0.9V and (b)
VDD = 0.6V

Figure 2.26: Scatter plots for IW versus VMIN,WRT obtained from 3k-sample MC simulations
using a commercial low-power 45nm CMOS process at (a) VDD = 0.9V and (b) VDD = 0.6V .

a successful write operation can no longer take place - i.e. by decreasing VDD until a pre-

initialized state can no longer be flipped during a write operation. In the case of a static

write operation, the fail probability (in Figure 2.14) corresponds to the probability for which

write margin < 0.

Figures 2.25-2.26 show the scatter plots of WNM and IW versus VMIN,WRT obtained

from 3k-sample MC simulations using a commercial low-power 45nm CMOS process. The
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MC simulations for WNM and IW are done at VDD = 0.9V and 0.6V to examine their

correlations with VMIN,WRT under higher operating voltages, with larger write margins, as

well as at lower operating voltages, where the write margins approach zero. Figure 2.25a

reveals that the correlation between WNM and VMIN,WRT at VDD = 0.9V is limited due to

a saturation in the WNM data near high write margin values. As mentioned, this is caused

by an inability to expose convexity in the write-VTC for bitcells with high writeability. At

VDD = 0.6V (Figure 2.25b), convexity is successfully exposed in the write-VTC and excellent

correlation is established between WNM and VMIN,WRT , achieving a near 1-to-1 mapping

against VMIN,WRT . Figure 2.26a exhibit good correlation between IW and VMIN,WRT at

VDD = 0.9V . When VDD is reduced to 0.6V (Figure 2.26b), the correlation between IW and

VMIN,WRT is significantly improved, especially in the region of high VMIN,WRT and low IW

values; although a larger dispersion is observed in the scatter plot for IW versus VMIN,WRT ,

especially in the region of high writeability. This investigation concludes that both WNM

and IW can effectively track the SRAM VMIN,WRT . However, the non-Gaussian distribution

of the extracted IW limits its utility in VMIN,WRT estimation (Section 4.3.2).

2.3 Large-Scale SRAM Design Metrics

2.3.1 Limitations of the Conventional Metrics

While the conventional DC read stability and writeability metrics presented in the

previous section can effectively track the SRAM VMIN during the read/write cycles, their

measurements require access to the internal storage nodes. As a result, the major drawback
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associated with the conventional metrics is the inability to measure them in dense functional

SRAM arrays because of the metal spacing constraints for routing out internal storage nodes

and the significant area overhead associated with the switch array. This results in an insuf-

ficient number of data points for failure analysis of large cache memories. In addition, the

removal of upper metal layers is necessary for routing out the internal storage nodes, which

may require changes in the layout of the SRAM bitcell down to as low as the M1 layer. This,

coupled with the fact that the conventional metrics are typically extracted from standalone

test macros, may result in discrepancies between the measured conventional metrics and the

actual read/write margins of SRAM cells in a functional array - i.e. conventional metrics

measured from standalone test macros may not reflect the actual functionality of SRAM

cells in a dense array. Furthermore, a direct correlation between the conventional metrics

and the VMIN in large functional SRAM arrays cannot be easily established on silicon7 as

the conventional metrics are typically extracted from standalone test macros.

To increase the sample size and to allow direct correlation with per-cell VMIN , the

SRAM array must stay intact; in this case, the SRAM read stability and writeability must

be characterized by accessing only the bit-lines, the word-line, and the cell supply voltages.

As an example, bit-line access has been previously applied to detect and isolate faulty SRAM

cells in memory arrays [153]. Similarly, large-scale performance of the SRAM cells has been

characterized through distributions of the per-cell read currents (IREAD) [53] and the per-cell

VMIN [4, 14]. However, direct correlation between measured SRAM read/write margins and

VMIN in large functional SRAM arrays has not been established. However, direct correlation

7Direct correlation between the conventional metrics and the SRAM VMIN is established only in simu-
lation in Section 2.2. The simulated SRAM cell VMIN may not reflect the per-cell VMIN measured from
functional arrays.
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Figure 2.27: (a) Measurement setup for characterizing SRRV. (b) Definition of SRRV from
simulated transfer curve.

between measured SRAM read/write margins and VMIN in large functional SRAM arrays

has not been established. In this section, a method for characterizing the SRAM cell read

stability and writeability in functional SRAM arrays [64, 65] by taking advantage of direct

bit-line measurements while adjusting the bit-line, the word-line, and the cell supply voltages

is presented. Furthermore, a method to characterize the per-cell VMIN during standby, read,

and write cycles using direct bit-line measurements is also described.

2.3.2 Large-Scale Read Stability Metrics

Supply Read Retention Voltage

During the read cycle, both bit-lines (initially) float around VDD while the word-line

is driven high, and the cell state is retained by keeping the cell supply sufficiently high. The

SRAM read stability in functional SRAM arrays can be measured as the lowest cell supply

voltage for data retention during a read cycle - this is equivalent to finding the SRAM

data retention voltage under a read operation and is denoted as the supply read retention

voltage (SRRV) [64, 65]. Figure 2.27a graphically illustrates the measurement setup for
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Figure 2.28: (a) SRRV transfer curves for storing a ′0′ at the less read-stable CH node; all
transfer curves exhibit sharp fall off in IMEAS,BLC . (b) SRRV transfer curves for storing a
′0′ at the more read-stable CL node; only the transfer curve corresponding to a marginal
intrinsic mismatch exhibit a sharp fall-off in IMEAS,BL, while the transfer curve corresponding
to a high intrinsic mismatch shows a smooth bend in IMEAS,BL. (c) SRRV transfer curves
for storing a ′0′ at the more read-stable CH node; only the transfer curve corresponding to
a marginal intrinsic mismatch exhibit a sharp fall-off in IMEAS,BLC , while the transfer curve
corresponding to a high intrinsic mismatch shows a smooth bend in IMEAS,BLC . (c) SRRV
transfer curves for storing a ′0′ at the less read-stable CL node; all transfer curves exhibit
sharp fall off in IMEAS,BL.
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characterizing SRRV. After the SRAM cell is first initialized to a known state, both BL and

BLC are precharged at VDD and WL is activated to emulate a read operation. The BL

current at the ′0′ storage side, IMEAS,BL
8, is monitored while ramping down the SRAM cell

supply voltage, VCELL
9. When VCELL is dropped sufficiently low, the SRAM cell loses its

ability for data retention when NAXL dominates NL so that CL, originally holding a ′0′, rises

above the trip point of inverter PR−NR. At that point, the cell state flips and a read upset

occurs, signified by a sudden drop in IMEAS,BL. The simulated transfer curve, of IMEAS,BL

as a function of VCELL, is plotted in Figure 2.27b. The difference between VDD and the value

of VCELL causing IMEAS,BL to suddenly drop quantifies the SRRV of the SRAM cell. When

SRRV = 0, the SRAM cell is biased for a nominal read operation with WL, BL, BLC and

VCELL all biased at VDD. SRRV > 0 indicates that VCELL can be dropped below VDD, which

decreases the gate-source voltage (VGS) of the pull-down transistor (at the ′0′ storage side),

without disturbing the stored data. Therefore, the SRRV effectively measures the maximum

tolerable reduction in the cell β-ratio - through a reduction of the pull-down transistor VGS,

while maintaining the operating condition of the pass-gate transistor - before causing data

corruption during the read cycle.

Intrinsic mismatch of transistors within an SRAM cell typically causes the bitcell to

favor one data polarity over the other, resulting in an asymmetry in the cell robustness to

read upset between holding a ′0′ at CH (′1′ at CL) and holding a ′0′ at CL (′1′ at CH).

Depending on the degree of this asymmetry, a data disturbance, in the form of a bit flip, can

either occur for both data polarities or only for the less read-stable data polarity when the

8If ′0′ is stored at CH, IMEAS,BLC is monitored instead.
9VCELL should be ramped from above VDD when characterizing SRAM cells with negative read margin.
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cell supply is dropped. As a result, the SRRV can be characterized for both data polarities

in some SRAM cells while only for the less read-stable data polarity in other SRAM cells.

Figure 2.28a-b highlights the SRRV transfer curves for two SRAM bitcells with worse read

stability when CH holds a ′0′ - i.e. bitcells with lower cell β-ratio at the CH node. The two

highlighted transfer curves (in bold) correspond to a bitcell with marginal intrinsic mismatch

and a bitcell with high intrinsic mismatch. The SRRV transfer curve for a nominal SRAM

cell, with no intrinsic mismatch, is added for comparison. Figure 2.28a shows that when

a ′0′ is stored at the less read-stable CH node, both transfer curves exhibit a sharp fall-

off in the BLC current (IMEAS,BLC), indicating a clear SRAM cell data disturbance in the

form of a bit flip. However, when a ′0′ is stored at the more read-stable CL node, only the

transfer curve corresponding to a marginal intrinsic mismatch exhibit a sharp fall-off in the

BL current (IMEAS,BL); while the transfer curve corresponding to a high intrinsic mismatch

shows a smooth bend in IMEAS,BL (Figure 2.28b). In the latter case, due to a heavily skewed

read stability favoring the storage of a ′0′ at CL, a clear data disturbance, in the form of

a bit flip, does not occur when the cell supply is dropped beyond data retention and the

SRAM cell enters a metastable state. Consequently, the SRRV can only be characterized for

storing a ′0′ at the less read-stable CH node. Figure 2.28c-d presents similar SRRV transfer

curves for two SRAM bitcells with worse read stability when CL holds a ′0′ - i.e. lower cell

β-ratio at the CL node - showing that SRRV can always be characterized for storing a ′0′

at the less read-stable CL node, but not for storing a ′0′ at the more read-stable CH node.

To gauge the SRAM read stability, the SRRV value extracted for the less read-stable data

polarity is used - this is equivalent to taking the side of the smaller maximum-square when

extracting the SNM (Section 2.2.1).
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Word-line Read Retention Voltage

When the word-line is driven high during a read/write cycle, both the SRAM cell

under direct read access and all un-accessed SRAM cells driven by the asserted word-line

undergo a read stress. This read stress can be exacerbated by boosting the word-line voltage

beyond VDD. Therefore, the read stability of an SRAM cell can also be measured by the

largest word-line boost without upsetting cell data retention. This is denoted as the word-line

read retention voltage (WRRV) [65]. Figure 2.29a graphically illustrates the measurement

setup for characterizing WRRV. After the SRAM cell is first initialized to a known state,

both BL and BLC are precharged at VDD and WL is activated to emulate a read operation

- identical to the SRRV characterization. The WL voltage is then ramped above VDD
10, and

kept below the gate-oxide breakdown voltage set by the technology, while the BL current at

the ′0′ storage side (IMEAS,BL) is monitored. When the WL voltage is boosted sufficiently

high above VDD, the SRAM cell state is disturbed due to an exacerbated read stress as NAXL

dominates NL and pulls VCL above the trip point of inverter PR−NR. The cell disturbance is

captured as a sudden drop in the measured current IMEAS,BL. The simulated transfer curve,

of IMEAS,BL as a function of VWL, is plotted in Figure 2.29b. The WRRV of an SRAM cell

is quantified as the difference between the WL voltage causing IMEAS,BL to suddenly drop

and VDD. Similar to SRRV, when WRRV = 0, the SRAM cell is biased for a nominal read

operation with WL, BL, BLC and VCELL all biased at VDD. WRRV > 0 indicates that VWL

can be boosted above VDD, which increases the VGS of the pass-gate transistor (at the ′0′

storage side), without disturbing the stored data. Therefore, the WRRV effectively measures

the maximum tolerable reduction in the cell β-ratio - through an increase of the pass-gate

10VWL should be ramped from below VSS when characterizing SRAM cells with negative read margin.
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Figure 2.29: (a) Measurement setup for characterizing WRRV. (b) Definition of WRRV from
simulated transfer curve.

transistor VGS, while keeping the operating condition of the pull-down transistor relatively

unchanged - before causing data corruption during the read cycle.

When the read stability of the SRAM bitcell becomes heavily skewed to favor the

storage of either data polarity - holding a ′0′ at CH (′1′ at CL) or holding a ′0′ at CL (′1′

at CH) - the favored polarity will be preserved even under very high word-line boost. As

a result, the monitored current IMEAS,BL, depending on the degree of within-cell mismatch,

may never drop significantly. Consequently, similar to the case for SRRV characterization,

the WRRV can be characterized for both data polarities in some SRAM cells while only

for the less read-stable data polarity in other SRAM cells. Figure 2.30a-b highlights the

WRRV transfer curves for two SRAM bitcells with worse read stability when CH holds a

′0′ - i.e. bitcells with lower cell β-ratio at the CH node. The two highlighted transfer curves

(in bold) correspond to a bitcell with marginal intrinsic mismatch and a bitcell with high

intrinsic mismatch. The WRRV transfer curve for a nominal SRAM cell, with no intrinsic

mismatch, is added for comparison. Figure 2.30a shows that when a ′0′ is stored at the

less read-stable CH node, both transfer curves exhibit a sharp fall-off in the BLC current
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Figure 2.30: (a) WRRV transfer curves for storing a ′0′ at the less read-stable CH node; all
transfer curves exhibit sharp fall off in IMEAS,BLC . (b) WRRV transfer curves for storing a
′0′ at the more read-stable CL node; only the transfer curve corresponding to a marginal
intrinsic mismatch exhibit a sharp fall-off in IMEAS,BL, while the transfer curve corresponding
to a high intrinsic mismatch shows a smooth IMEAS,BL. (c) WRRV transfer curves for
storing a ′0′ at the more read-stable CH node; only the transfer curve corresponding to a
marginal intrinsic mismatch exhibit a sharp fall-off in IMEAS,BLC , while the transfer curve
corresponding to a high intrinsic mismatch shows a smooth IMEAS,BLC . (c) WRRV transfer
curves for storing a ′0′ at the less read-stable CL node; all transfer curves exhibit sharp fall
off in IMEAS,BL.
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(IMEAS,BLC), indicating a clear SRAM cell data disturbance. However, when a ′0′ is stored at

the more read-stable CL node, only the transfer curve corresponding to a marginal intrinsic

mismatch exhibit a sharp fall-off in the BL current (IMEAS,BL); while the transfer curve

corresponding to a high intrinsic mismatch shows a smooth IMEAS,BL (Figure 2.30b). In

the latter case, due to a heavily skewed read stability favoring the storage of a ′0′ at CL,

the cell state is not disturbed by the overdriven WL. As a result, the WRRV can only

be characterized for storing a ′0′ at the less read-stable CH node. Figure 2.30c-d presents

similar WRRV transfer curves for two SRAM bitcells with worse read stability when CL

holds a ′0′ - i.e. lower cell β-ratio at the CL node - showing that WRRV can always be

characterized for storing a ′0′ at the less read-stable CL node, but not for storing a ′0′ at the

more read-stable CH node. To gauge the SRAM read stability, the WRRV value extracted

for the less read-stable data polarity is used.

Large-Scale Read Stability Metrics versus Conventional RSNM

With the large-scale read stability metrics defined, it is of interest to see how these

metrics correlate with the conventional RSNM and the per-cell VMIN,RD. Figure 2.31 shows

the scatter plots for SRRV versus WRRV (in a), SRRV versus RSNM (in b), and WRRV

versus RSNM (in c) at VDD = 0.6V obtained from 3k-sample MC simulations using a com-

mercial low-power 45nm CMOS process. Results indicate excellent correlations between all

three metrics. Figure 2.32 shows the scatter plots for SRRV and WRRV versus the per-cell

VMIN,RD. Excellent correlations are established between SRRV/WRRV and VMIN,RD. This

indicates that both SRRV and WRRV can effectively track the SRAM VMIN,RD and are

therefore well suited for VMIN,RD estimation.
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Figure 2.31: Scatter plots for (a) SRRV versus WRRV, (b) SRRV versus RSNM, and (c)
WRRV versus RSNM at VDD = 0.6V obtained from 3k-sample MC simulations using a
commercial low-power 45nm CMOS process.

Figure 2.32: Scatter plots for (a) SRRV versus VMIN,RD and (b) WRRV versus VMIN,RD at
VDD = 0.6V obtained from 3k-sample MC simulations using a commercial low-power 45nm
CMOS process.

2.3.3 Large-Scale Writeability Metrics

Bit-line Write Trip Voltage

During the write cycle, the bit-lines are driven differentially according to the data

input and the word-line is driven high. The writeability of an SRAM cell in a functional

SRAM array can be gauged by the maximum bit-line voltage, at the ′1′ storage node, able
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Figure 2.33: (a) Measurement setup for characterizing BWTV. (b) Definition of BWTV from
simulated transfer curve.

to flip the cell state during a write cycle [52, 58, 64, 65, 68]. This is denoted as the bit-line

write trip voltage (BWTV). Figure 2.33a graphically illustrates the measurement setup for

characterizing BWTV. To capture the BWTV of an SRAM cell, the SRAM cell is first

initialized to a known state, after which the cell supply (VCELL), WL, BL, and BLC are

all biased at VDD. The BLC voltage at the ′1′ storage side is then ramped down while

the BL current at the ′0′ storage side (IMEAS,BL) is monitored. As the BLC voltage is

ramped low, the pass-gate NAXR overcomes PR and the ′1′ storage is dropped below the

inverter PL − NL trip point, resulting in a successful write operation. This flip in the data

polarity is signified by a sudden drop in IMEAS,BL. Figure 2.33b plots the simulated transfer

curve of IMEAS,BL as a function of the BLC voltage. The BWTV is quantified as the BLC

voltage that induces a sudden change in IMEAS,BL. When BWTV = 0, the SRAM cell is

biased for a nominal write operation with WL, BL (or BLC), and VCELL biased at VDD

and BLC (or BL) biased at VSS. BWTV > 0 indicates that a successful write operation can

take place even with a BLC (or BL) voltage higher than VSS - i.e. with a decreased VGS

and a decreased drain-source voltage (VDS) for the pass-gate transistor (at the ′1′ storage
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Figure 2.34: (a) Measurement setup for characterizing WWTV. (b) Definition of WWTV
from simulated transfer curve.

side), compared to a nominal write operation. Therefore, the BWTV effectively measures

the maximum tolerable reduction in the cell α-ratio - through a reduction of the pass-gate

transistor VGS and VDS, while maintaining the operation condition of the pull-up transistor

- to still successfully write the SRAM cell.

Since the measurement setup for BWTV requires first exerting a read stress on the

SRAM cell under test (CUT), a read disturb may occur in the SRAM CUT before the

BWTV can be captured when testing at a reduced VDD. However, due to intrinsic mismatch

of transistors within an SRAM bitcell, a read disturbance at a high enough supply voltage

typically only happens for the less read-stable data polarity while a read disturbance for the

other data polarity may happen at a lower VDD or may never happen at all (Figure 2.28). In

this case, the BWTV can continue to be characterized for the more read-stable data polarity,

which typically corresponds to the data polarity that is more difficult to overcome during a

write operation.
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Word-line Write Trip Voltage

The writeability of an SRAM cell can also be characterized by first configuring the

bit-lines according to the data input and then ramping up the word-line [58, 64, 65]. The

minimum word-line voltage able to flip the SRAM cell state during a write cycle, denoted

as the word-line write trip voltage (WWTV), can be used to gauge the SRAM writeability.

Figure 2.34a graphically illustrates the measurement setup for characterizing WWTV. Again,

the SRAM cell is first initialized to a known state. The cell supply (VCELL) and BL, at the ′0′

storage side, are then biased at VDD while BLC, at the ′1′ storage side, is biased at VSS - in

accordance with the data input. Finally, VWL is ramped high while the BL current at the ′0′

storage side (IMEAS,BL) is monitored. As VWL is increased, the BL current initially resembles

the ID−VG curve of the pass-gate NAXR. When the WL voltage is sufficiently high, the cell

state flips, leading to a successful write operation. This flip in the data polarity is signified

by a sudden drop in the magnitude of IMEAS,BL. Figure 2.34b plots the simulated transfer

curve of IMEAS,BL as a function of VWL. The WWTV is quantified as the value VDD − VWL,

where VWL is the minimum WL voltage causing the sudden drop in IMEAS,BL. Similar to

BWTV, when WWTV = 0, the SRAM cell is biased for a nominal write operation with

WL, BL (or BLC), and VCELL biased at VDD and BLC (or BL) biased at VSS. WWTV

> 0 indicates that a successful write operation can take place even when VWL < VDD - i.e.

when the VGS for the pass-gate transistor (at the ′1′ storage side) is decreased, compared

to a nominal write operation. Therefore, the WWTV effectively measures the maximum

tolerable reduction in the cell α-ratio - through a reduction of the pass-gate transistor VGS,

while maintaining the operation condition of the pull-up transistor - to still successfully write
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Figure 2.35: Scatter plots for (a) BWTV versus WWTV, (b) BWTV versus WNM, and
(c) WWTV versus WNM at VDD = 0.6V obtained from 3k-sample MC simulations using a
commercial low-power 45nm CMOS process.

Figure 2.36: Scatter plots for (a) BWTV versus IW and (b) WWTV versus IW at VDD =
0.6V obtained from 3k-sample MC simulations using a commercial low-power 45nm CMOS
process.

the SRAM cell. The most notable advantage of the WWTV measurement is that, unlike

during the BWTV characterization, the SRAM CUT is not put under a read stress at the

onset of the measurement (with VWL = 0V ). Therefore, the WWTV can continue to be

characterized for SRAM cells under aggressively scaled supply voltages (VDD).
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Figure 2.37: Scatter plots for (a) BWTV versus VMIN,WRT and (b) WWTV versus VMIN,WRT

at VDD = 0.6V obtained from 3k-sample MC simulations using a commercial low-power 45nm
CMOS process.

Large-Scale Writeability Metrics versus Conventional WNM and IW

With the large-scale writeability metrics defined, it is of interest to see how these

metrics correlate with the conventional WNM and IW as well as the per-cell VMIN,WRT .

Figure 2.35 shows the scatter plots for BWTV versus WWTV (in a), BWTV versus WNM

(in b), and WWTV versus WNM (in c) at VDD = 0.6V obtained from 3k-sample MC

simulations using a commercial low-power 45nm CMOS process. Results indicate excellent

correlations between the BWTV, the WWTV, and the conventional WNM. Figure 2.36

shows the scatter plots for BWTV versus IW and WWTV versus IW obtained from 3k-

sample MC simulations. Results show some dispersion between the BWTV/WWTV and the

IW values at high writeability due to similar reasons that limit the correlation between IW

and WNM. However, excellent correlations between BWTV/WWTV and IW are established

near writeability failure. In addition, Figure 2.35 and Figure 2.36 show that all four metrics

share a common point of failure (i.e. the origin). Figure 2.37 shows the scatter plots for
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Figure 2.38: (a) Flow chart for VMIN,RD characterization and (b) bit-line currents at different
VDD points for VMIN,RD extraction.

BWTV and WWTV versus the per-cell VMIN,WRT . Excellent correlations are established

between BWTV/WWTV and VMIN,WRT . This indicates that both BWTV and WWTV can

effectively track the SRAM VMIN,WRT and are therefore well suited for VMIN,WRT estimation.

2.3.4 Per-cell VMIN Extraction using Direct Bit-line Access

In addition to read stability and writeability characterization, the direct bit-line access

scheme can be adopted to characterize the minimum DC operating voltage of each SRAM

bitcell during standby, read, and write cycles. Figure 2.38a shows the flow-chart diagram

for characterizing the SRAM VMIN during a static read operation. Each iteration of this

measurement starts with a data initialization under a high supply voltage (VDD) to guarantee

a successful write operation - a boosted WL voltage can be used in conjunction for extra

assurance. The SRAM cell is then configured for a low voltage read operation with VCELL,

VWL, and both bit-line voltages all biased at a lower VDD, which is gradually reduced for

each iteration of the measurement process. Finally, VDD is raised for a high voltage read
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Figure 2.39: (a) Flow chart for VMIN,WRT characterization and (b) bit-line currents at dif-
ferent VDD points for VMIN,WRT extraction.

operation and the BL current at the ′0′-initialized storage node (IMEAS,BL) is measured.

The measured current should be high - equal to IREAD - if no data disturbance took place

during the low voltage read. Therefore, VMIN can be characterized as the maximum supply

voltage (VDD) before IMEAS,BL drops (Figure 2.38b). The per-cell SRAM VMIN during the

standby mode can be characterized using the same procedure as in Figure 2.38a by keeping

VWL low, at VSS, during each low voltage read operation - i.e. to emulate a low voltage hold

operation. To eliminate an accidental data disturbance, the WL is turned off between low

voltage and high voltage operations. Additionally, VWL can be reduced, below VDD (denoted

as VDD∗ in Figure 2.38a), during the high voltage read operation to further eliminate the

chance for accidental data disturbance during the high voltage read11.

Figure 2.39a shows the flow chart diagram for measuring SRAM VMIN during a static

write operation. The procedure is very similar to that for the read VMIN characterization

- but instead of a low voltage read operation, each iteration performs a low voltage write

11If a lower VWL is used, the measured current will be lower than IREAD, but still high enough to
differentiate between a binary ′1′ or ′0′.
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operation where VCELL, VWL , and the bit-line voltage at the ′0′-initialized storage node are

biased at a lower VDD and the bit-line voltage at the ′1′-initialized storage node is biased

at VSS. Each low voltage write is immediately followed by a high voltage read where the

bit-line current at the ′0′-initialized storage node (IMEAS,BL) is measured. The measured

current should be low if data is successfully written during the low voltage write. VMIN

can be characterized as the maximum operation voltage while IMEAS,BL remains low (Figure

2.39b). Note that VMIN characterization using direct bit-line measurements is slower than

the typical on-chip digital SRAM tester12, using similar read-after-read and read-after-write

sequences as described above, because of the need to monitor the bit-line current. However,

since the direct bit-line VMIN characterization can be performed alongside the large-scale

read stability and writeability measurements with no additional hardware overhead, it is

used, in this work, to establish correlations between bitcell failure and the bitcell read and

write characteristics.

12Note that the VMIN characterization presented in this section are performed statically. Typical on-
chip digital SRAM testers (such as the SRAM built-in self test or BIST) often perform dynamic VMIN

characterizations as well - using similar read-after-read and read-after-write sequences as described above,
under a frequency constraint. To perform such a characterization, precise timing controls of the bit-lines and
the word-line are needed; in this case, a read failure is characterized as a read upset during the word-line
pulse with the bit-lines discharging accordingly (i.e. not clamped at VDD) and a write failure corresponds
to the inability to successfully update the cell state during the word-line pulse. In addition, a read access
failure can be characterized as an inability to discharge the bit-lines to specified levels during the word-line
pulse of a read test cycle. Since static stability metrics are studied here, only static VMIN characterizations
are performed.
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Chapter 3

Variability Characterization Test Chip

3.1 Introduction

After the detailed examination of the conventional SRAM design metrics and the

introduction of the large-scale SRAM design metrics, this chapter focuses on the implemen-

tation of both the conventional and the large-scale SRAM variability characterization on two

commercial low-power 45nm CMOS test chips. Section 3.2 details the implementation of

the all-internal-node access scheme for characterizing the conventional SRAM design metrics

and Section 3.3 details the implementation of the direct bit-line access scheme for character-

izing the large-scale SRAM design metrics. Section 3.4 presents the overview for both 45nm

CMOS test chips.
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Figure 3.1: Circuit diagram of the all-internal-node access characterization scheme for the
SRAM macros.
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3.2 Implementation for Characterizing the Conventional

SRAM Design Metrics

3.2.1 Top Level SRAM Macro Construction

The all-internal-node access scheme is implemented on small SRAM macros to char-

acterize the conventional SRAM design metrics - HSNM/RSNM, WNM, and IW [33,64,65];

this is similar to [20,21]. In this design, all 10 internal nodes - VCELL
1, VSS,CELL, VWL, VBL,

VBLC , VCL, and VCH - of each SRAM cell under test (CUT) are wired out through a hierarchy

of switches to allow VTC and N-curve measurements as well as I-V characterization of all

6 transistors in the SRAM bitcell. The area overhead of this design is higher than [20, 21]

as a result of accessing more internal nodes. N-well and P-well biasing - VNW and VPW - in

each SRAM macro is shared with the functional SRAM arrays (Section 3.3) to investigate

the effect of body biasing on the SRAM read stability and writeability as well as on the

transistor VTH . Figure 3.1 presents the high level circuit diagram of the all-internal-node ac-

cess characterization scheme for the SRAM macros. Each SRAM macro consists of a 20-row

by 40-column array2, with one bitcell accessed per column and per row. To provide enough

metal spacing for routing out the 10 internal nodes of each SRAM CUT, every other column

in the array is skipped3, yielding 20 SRAM CUTs per macro.

The switch network for the all-internal-node access scheme is implemented using

wide, long-channel, thick-oxide CMOS transmission gates driven by a higher separate supply

1VCELL, VSS,CELL, and VWL are separately accessed for the two halves of an SRAM bitcell - accounting
for 6 accessed internal nodes.

2SRAM macros for 0.299 µm2 and 0.252 µm2 bitcells consist of 20-rows by 60-columns in each array
(Section 3.2.2).

3SRAM macros for 0.299 µm2 and 0.252 µm2 bitcells require skipping 2 columns (Section 3.2.2).
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Figure 3.2: (a) Schematic of the thick-oxide CMOS transmission gate used in the switch
network for both the all-internal-node access scheme and the direct bit-line access scheme.
Simulated VOUT versus ID of the switch for (b) VIN = 1.1V and (c) VIN = 0V .

voltage to suppress the leakage from the un-accessed cell nodes. Figure 3.2a shows the

schematic of the thick-oxide CMOS transmission gate used in the switch network. The

transmission gate is sized to minimize its VDS drop for a given level of current drive -

corresponding to the current sourced into or out from each cell node, while maintaining

compactness. The NMOS transistor is sized more than 5× larger than the PMOS transistor

to exploit the higher current drive strength of the NMOS transistor. Since a higher (1.8V )

supply voltage drives the gate of the NMOS transistor, a full output voltage range - from

0V to 1.1V - can be driven by the NMOS alone. The smaller PMOS transistor is inserted

to assist the larger NMOS transistor when driving the higher voltages within that range.

In addition, the gate of the NMOS transistor can be overdriven at above 1.8V to further

reduce the VDS. Figure 3.2b-c plots the simulated VOUT verses ID transfer curves for the

transmission gate switch, with a 200mV gate overdrive (i.e. the gate voltage is at 2.0V ),

when driving input voltages of 1.1V and 0V . Results show that the transmission gate can
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drive up to 100uA of drain current, which is higher than the expected current at each cell

node, while keeping its VDS below 12mV (when driving an input voltage of 1.1V ) and below

5mV (when driving an input voltage of 0V ). A separate simulation indicates that less than

a 4mV reduction in the transistor VDS is achieved - for driving an input voltage of 1.1V -

when the PMOS transistor width is doubled.

Although transistor sizing and gate overdrive are used to minimize the VDS drop of

each transmission gate within the switching hierarchy, they cannot completely mitigate its

effects. To mitigate the effects of VDS drop within the switching hierarchy, the 4-terminal

Kelvin sensing method is adopted to make use of independent force (current) and sense

(voltage) paths to access all critical cell nodes. The critical cell nodes can be identified as

all cell nodes requiring a precise voltage bias while sourcing or sinking a non-zero current.

For VTC and N-curve measurements, the 4-terminal Kelvin sensing method is applied at

VCELL, VSS,CELL, both bit-lines and one of the storage nodes (CL or CH) - the other storage

node is either left floating (for N-curve measurements) or wired out for zero-current voltage

sensing (for VTC measurements) and does not require the 4-terminal Kelvin connection. For

individual transistor I-V characterization, the 4-terminal Kelvin sensing method is applied at

the source and drain terminals. In addition to characterizing the conventional SRAM design

metrics and the individual transistor I-V behavior, each SRAM macro is also capable of

measuring the large-scale SRAM design metrics presented in Section 2.3. This is important

as it enables the direct correlation between the measured conventional SRAM design metrics

and the measured large-scale SRAM design metrics. For measuring large-scale SRAM design

metrics, the 4-terminal Kelvin sensing method is applied at VCELL, VSS,CELL, and both bit-

lines. All un-accessed cells nodes from each SRAM cell are selectively left floating or biased
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Figure 3.3: Layout view of an SRAM macro constructed for a 20-row by 40-column array.

at VDD or VSS.

Each internal node is accessed through 3 levels of switching hierarchy. The gate

leakage in the switch network is limited by the usage of thick-oxide transmission gates.

The subthreshold leakage is minimized by the stack effect in the hierarchy - i.e. 3 levels

of switching hierarchy translates to 3 transmission gates connected in series. The only

significant source of leakage in the switch network comes from the drain to body leakage,

which sets the lower limit of measurable current at a few to a few tens of nA and does not

affect the read/write margin and the transistor I-V measurements4. Finally, all static control

4The lower limit of measurable current does set the lower limit for the transistor leakage current
measurements.
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Figure 3.4: Layout cartoon for a 0.374 µm2 bitcell with all 10 internal nodes wired out.

signals are supplied by the scan chain to minimize the I/O pin count.

Figure 3.3 shows the layout view of an SRAM macro constructed for a 20-row by 40-

column array. Only a small fraction of the total layout area accounts for the actual SRAM

array, while a much larger faction of the total layout area is attributed to the switch network

and some digital logic - this again highlights the major drawback of characterizing SRAM

variability on silicon using the conventional SRAM design metrics.

3.2.2 SRAM Cell Layouts for All-Internal-Node Access

Accessing the internal nodes of an SRAM cell requires the removal of the upper metal

layers for node access and the insertion of metal wires for routing. Three different SRAM

bitcells are implemented in this low-power 45nm CMOS process - yielding SRAM cell sizes of

0.374 µm2, 0.299 µm2, and 0.252 µm2. Figure 3.4 shows the layout cartoon for a 0.374 µm2

bitcell with all 10 internal nodes wired out - the 10 internal nodes are labeled in accordance

with the schematic in Figure 3.1. Due to the extra spacing required beyond the left- and
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Figure 3.5: Layout cartoon for a 0.299 µm2 bitcell with all 10 internal nodes wired out.

Figure 3.6: Layout cartoon for a 0.252 µm2 bitcell with all 10 internal nodes wired out. The
SRAM CUT is outlined by the dotted line.
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right-boundary of the SRAM cell, only every other column in each array can be accessed

for characterization. Figure 3.5 shows the layout cartoon for a 0.299 µm2 bitcell with all 10

internal nodes wired out. Due to a reduction in the SRAM cell size, the spacing required

beyond the left- and right-boundary of the SRAM cell is higher than for the 0.374 µm2

bitcells. As a result, only 1 out of every 3 columns can be accessed for characterization

and a 20-row by 60-column SRAM array is required for a total of 20 SRAM CUTs. For

the 0.252 µm2 bitcells, the spacing becomes so stringent such that the direct access to all

10 internal nodes is not possible. A careful study, however, reveals that if the poly-gate of

the NMOS pull-down and the PMOS pull-up transistors in the SRAM CUT is extended to

contact the corresponding poly-gate in a neighboring bitcell, the neighboring bitcell storage

nodes will be shorted to the storage nodes of the SRAM CUT and can be accessed instead5.

Figure 3.6 shows the layout cartoon for a 0.252 µm2 bitcell with all 10 internal nodes wired

out; note the poly-gate extension at both the left- and right- halves of the SRAM cell.

3.3 Implementation for Characterizing the Large-Scale

SRAM Design Metrics

3.3.1 Top Level Overview

The direct bit-line access scheme is implemented for functional SRAM arrays to char-

acterize the large-scale read stability and writeability metrics [64, 65]. Figure 3.7 presents

5Care should be taken to short out the terminals of the NMOS pull-down transistor and the PMOS
pull-up transistor of the neighboring bitcell so that they do not contribute any current to the N-curve
characterization.
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Figure 3.7: Circuit diagram of the direct bit-line characterization scheme for the functional
SRAM arrays.
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the high level circuit diagram of the direct bit-line characterization scheme. The lower right

portion of the circuit diagram shows a typical functional SRAM array with the row decoder

and the column read/write circuitry. A level shifter with a VSS slightly below 0V , denoted

as VSS,NEG in Figure 3.7, is inserted within the later stages of the row decoder to allow a

sufficient range of word-line voltages from 0V to +400mV above VDD,NOMINAL (equal to

1.1V in this process). The value of the analog word-line voltage is set by VDD,WL (See Fig-

ure 3.13 in Section 3.3.4). The SRAM array is implemented with independent cell supply

(VCELL), cell VSS (VSS,CELL), N-well bias (VNW ), and P-well bias (VPW ). All 4 terminals can

be used either for voltage sweeping or for setting bias conditions. During the direct bit-line

measurements, the column read/write circuitry can be shut off by a low R/W enable signal.

The bit-lines are accessed through a hierarchy of bit-line switches implemented using wide,

long-channel, thick-oxide CMOS transmission gates - identical to the switches used in the

all-internal-node access scheme described in Figure 3.2. As mentioned in Section 3.2.1, the

gate leakage of the switches are limited by the usage of thick-oxide transistors and the sub-

threshold leakage in the switch network is minimized by the stack effect. The only significant

source of leakage in the switch network comes from the drain to body leakage, which sets

the lower limit of measurable current at a few to a few tens of nA and does not affect the

large-scale read/write margin measurements.

Each bit-line is accessed through 4 levels of hierarchy with a maximum of 16 switches

sharing the same node. In order to accurately set voltages at the bit-lines, the VDS drop,

whose effect is similar to the IR-drop associated with a series resistance, in the switch

hierarchy must be eliminated. Overdriving the gates of the thick oxide transistors can help

to decrease the VDS drop in each switch, as illustrated in Figure 3.2, but cannot completely
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Figure 3.8: Layout view (up to the M2 layer) showing the construction of the first level
of the bit-line switch hierarchy within the column pitch of an SRAM sub-array using the
0.374 µm2 bitcell design.

Figure 3.9: Layout view (up to the M2 layer) showing the construction of the first level of
the bit-line switch hierarchy folded to fit within 2× the column pitch of an SRAM sub-array
using the 0.299 µm2 bitcell design.

mitigate its effects. Thus, the 4-terminal Kelvin sensing method is adopted to make use of

independent force (current) and sense (voltage) paths to access each bit-line. This effectively

eliminates the VDS drop (i.e. the IR-drop) in the switch hierarchy. All static control signals

are supplied by the scan chain to minimize the I/O pin count.

3.3.2 SRAM Arrays

Each 256kb functional SRAM array is partitioned into four 256-row by 256-column

sub-arrays6. Each 256-row by 256-column sub-array is further split into two 128-row by

256-column mini-arrays to make space for a row of well contacts, as required by the design

rules in this process. 2 levels of bit-line switches are required to access all 256 columns

6The first test chip (see Section 3.4) also included 128kb functional SRAM arrays constructed from four
128-row by 256-column sub-arrays.
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of each sub-array, as indicated in Figure 3.7. The 2-level bit-line switch array is inserted

adjacent to each SRAM sub-array and perpendicular to the columns on the side that is not

occupied by the column circuitry. Since all 256 columns are accessed through the direct

bit-line connection, the first level bit-line switch for each bit-line pair - consisting of both

force and sense paths for BL and BLC - must fit within the column pitch of the SRAM

sub-array, which is set by the SRAM cell width. The layout view in Figure 3.8 shows the

construction of the first level of the bit-line switch hierarchy within the column pitch of an

SRAM sub-array using the 0.374 µm2 bitcell design. Due to a significant width reduction

in the 0.299 µm2 and the 0.252 µm2 bitcell designs, the first level bit-line switch for each

bit-line pair cannot fit within the single bitcell column pitch using the general logic design

rules in this process. Therefore, the first level bit-line switches from neighboring bit-line

pairs are folded to relax the column pitch requirement by a factor of 2. The layout view in

Figure 3.9 shows the construction of the first level of the bit-line switch hierarchy folded to

fit within 2× the column pitch of an SRAM sub-array using the 0.299 µm2 bitcell design -

this layout view is exemplary of the SRAM sub-arrays consisting of the 0.252 µm2 bitcells.

In order to minimize the IR-drop in the power supplies, both VCELL and VSS,CELL

must be densely gridded. In this design, VCELL from each SRAM bitcell is routed in M2

along with the bit-lines, while VSS,CELL is routed in M3 along with the word-line. As a result,

VCELL can only be connected up from M2 outside each 128×256 mini-array. The layout view

in Figure 3.10a shows the connection of VCELL from M2 to M3 outside the 128× 256 mini-

array. Each 128 × 256 mini-array is less than 50 µm in the horizontal direction (parallel to

the columns), resulting in a worst scenario IR-drop for the two center rows - at a distance of

less than 25 µm away from the M2-M3 VIA array. The layout view in Figure 3.10b shows the
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Figure 3.10: (a) Layout view showing the M2-M3 connection of VCELL outside the 128×256
mini-array. (b) Layout view showing the M3-M4 connection of VSS,CELL inside the 128×256
mini-array.

connection of VSS,CELL from M3 to M4 inside the 128× 256 mini-array. The M4-to-M7 grid

for both VCELL and VSS,CELL consist of metal layers 3 µm in width with a 10 µm spacing7.

In addition to the supply IR-drop, the IR-drop along each bit-line must also be considered.

While each 256-cell column, for the 0.374 µm2 bitcells, is about 100 µm tall (routed in M2),

approximately 30Ω bit-line resistance is needed for every 1mV IR-drop (at VDD=1.1V), given

the expected levels of the bit-line current during characterization. This IR-drop is expected

to significantly drop as VDD is decreased (where most of the measurements are conducted

- see Chapter 4), due to a decrease in the bit-line current (e.g. at VDD = 0.7V , ∼ 150Ω of

bit-line resistance is needed for every 1mV IR-drop).

7This spacing is required to setup the grid structure for routing four supply voltages - VCELL, VSS,CELL,
VNW , and VPW .
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3.3.3 SRAM Array Functionality

In order to verify the functionality of the SRAM array, simulations for the read and

write cycles are performed. Figure 3.11a plots the simulated waveforms during a read cycle

for both bit-lines (BL and BLC), the sense amplifier enable signal (SA EN), and the sense

amplifier output signal (SA OUT ). The discharging BL is correctly captured as SA OUT

is driven low after asserting the SA EN signal. Figure 3.11a plots the simulated waveform

during a write cycle. The waveforms show that the WRITE signal correctly pulls BL

to VSS corresponding to the data input and the accessed storage nodes (CL0 and CH0),

corresponding to the bitcell with an asserted WL, correctly toggles while the neighboring

bitcell storage nodes (CL1 and CH1 from a different row) remain unaffected. Since the goal

of this design is to characterize the DC large-scale read stability and writeability margins,

only correct functionality is verified while the access time performance of the SRAM array

is not evaluated and generous cycle times are used during measurements.

3.3.4 On-Chip 6-bit Digital-to-Analog Conversion

An optional 6-bit digital-to-analog converter (DAC) is implemented to perform on-

chip word-line sweep8. The circuit topology for a 3LSB-3MSB segmented DAC is adapted

from [50,51] and uses cascode PMOS current sources to allow an output voltage range down

to 0V . Figure 3.12 shows the circuit diagram for the 3LSB-3MSB segmented DAC. The top

two PMOS transistors in each current source are self-biased by an on-chip reference circuit

and the bottom PMOS transistor is used to switch ON and OFF the current source. The

8However, due to equipment limitations (for using the GPIB [71] - general purpose interface bus - inter-
face), the 6-bit DAC does not enhance measurement speed and therefore is not used during testing.
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Figure 3.11: Simulated waveforms during (a) the read cycle and (b) the write cycle showing
correct functionality.

Figure 3.12: Circuit diagram of a 3LSB-3MSB segmented DAC implemented to perform
on-chip word-line sweep.
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Figure 3.13: Circuit diagram showing how the output of the 6-bit DAC is multiplexed to
drive the word-line.

6-bit DAC consists of 63 unit current sources implemented using a common centroid layout

structure to compensate for the process gradients. The switching gate of each unit current

source is connected in accordance with the binary multiplier shown in Figure 3.12.

To drive the word-line voltage, the output of the DAC needs to drive the supply volt-

age of the final word-line decode stage. Since the output of this DAC structure cannot drive

a low impedance node, a unity gain buffer, implemented using a folded cascode operation

amplifier, is used. The circuit diagram in Figure 3.13 shows the setup for driving the supply

voltage of the final word-line decode stage9. An analog multiplexer is implemented, using

large thick-oxide CMOS transmission gates, to drive the supply voltage of the final word-line

decode stage to either an off-chip analog input voltage, the DAC output voltage (driven by

the unity gain buffer), or the word-line voltage dynamically tuned by an on-chip variation

sensor [32]. The VDS drop in the switches of the analog multiplexer is not an issue as the

supply voltage it is driving should not source any static current; therefore, the 4-terminal

Kelvin connection is not required for the off-chip analog input voltage.

9A level shifter is inserted before the final word-line decode stage to allow word-line voltages above
VDD,NOMINAL, as mentioned in Section 3.3.1.
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Figure 3.14: (a) Simulated gain and phase frequency response waveforms for the folded
cascode operation amplifier used in the unity gain buffer. (b) Simulated transient waveforms
showing the characterization of WWTV using the 6-bit DAC. Note: the BL current is scaled
and does not reflect actual current values from the simulation.

In order to accurately drive the DAC output voltage at the word-line, the folded cas-

code operation amplifier must have high gain. Due to the unity gain feedback configuration,

which presents a worst case feedback for stability [60], the amplifier must also have enough

phase margin. In addition, the phase margin should be engineered to allow for process varia-

tions and to avoid significant overshoot while settling, since this can translate to an overshoot

in the word-line voltage and cause an accidental data flip during read/write margin charac-

terization. The folded cascode operation amplifier design is adopted from [111,112]. Figure

3.14a plots the simulated frequency response waveforms for the folded cascode operation

amplifier used in the unity gain buffer - a gain of 60dB is achieved at low frequencies and

the phase margin is approximately 88◦, which does not offer the fastest settling but guards

against significant overshoot at the output of the unity gain buffer. Figure 3.14b illustrates
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the characterization of the WWTV by driving the word-line voltage with the 6-bit DAC out-

put. Since a 6-bit DAC can only deliver 64 discrete voltages, the range of word-line sweep

must be reduced to enhance the measurement resolution - in Figure 3.14b, the range of the

word-line sweep is reduced to 400mV − 800mV , which achieves a maximum resolution of

6.25mV .

3.3.5 Area Penalty of the Direct Bit-Line Characterization

The overall area overhead of the bit-line switch network in this prototype is approx-

imately 20%10. This area overhead can be further reduced with an optimized layout of the

bit-line switch network and/or by reducing the depth of the switch hierarchy. In addition,

the array efficiency can be enhanced by using SRAM arrays with larger column heights. The

proposed direct bit-line characterization scheme requires that the worst-case on-current of a

single pass-gate transistor connected to a bit-line be higher than the sum of leakage currents

of all pass-gate transistors connected to the complementary bit-line. This requirement is

typically less stringent than the constraint set by the SRAM read access performance and

therefore should not limit the column segmentation of the SRAM array. However, in the

case where the SRAM read access constraint is relaxed and the bit-line leakage is high, di-

rect bit-line measurements at lower operating voltages may be challenging as the bit-line

on- and off-currents become harder to distinguish when detecting a data flip. This can be

solved by returning to a higher operating voltage that ensures read stability for bit-line cur-

rent measurements (i.e. a high voltage read operation) after stressing the SRAM cell with

the appropriate sweeping voltage at a lower supply - similar to the VMIN characterization

10The 6-bit DAC is not included in this estimation as it is not required for direct bit-line characterization.
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Figure 3.15: Die photo of the first low-power 45nm CMOS test chip.

loop described in Section 2.3.4. Due to a reasonably low overhead, the proposed direct bit-

line characterization can either be implemented in an early SRAM development vehicle or,

occasionally, on a working chip to monitor the process variability.

3.4 45nm Low-Power CMOS Test-Chips

The die photo of a 2.2 mm × 2.2 mm test chip [32, 64, 65] implemented in a low-

power strained-Si 45nm CMOS process [29,59,76] with 7 metal layers is presented in Figure

3.15. The bitcell provided in this process for this particular test chip is a high-speed (i.e.

high read current) SRAM cell, with a cell area of 0.374 µm2. The test chip consists of

two 128kb functional SRAM arrays (each partitioned into four 128-row by 256-column sub-

arrays) and two 256kb functional SRAM arrays (each partitioned into four 256-row by 256-
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Figure 3.16: Die photo of the second low-power 45nm CMOS test chip. This test chip allows
the characterization of 3 different SRAM bitcell designs, yielding cell areas of 0.374 µm2,
0.299 µm2, and 0.252 µm2.

column sub-arrays) all configured for large-scale read stability, writeability, and per-cell

VMIN characterization11 - yielding 768kb of measurable SRAM cells per chip. It also includes

eighteen 20×40 small SRAM macros configured with all-internal-node access for conventional

SRAM VTC, N-curve, and individual transistor I-V measurements - 20 bitcells in each SRAM

macro have all 10 internal nodes externally accessible through a switch network. In addition,

a 6-bit 3LSB-3MSB segmented DAC is shared by every two 256 × 256 SRAM sub-arrays12

for optional on-chip word-line sweep.

A second test chip (Figure 3.16) is implemented in an updated 45nm CMOS process

offering 2 extra SRAM bitcell designs - achieving cell areas of 0.299 µm2 and 0.252 µm2. The

chip area is 2.8 mm×2.5 mm. This test chip consists of three 256kb functional SRAM arrays,

corresponding to the three different SRAM bitcell designs - with cell areas of 0.374 µm2,

11The cell read current (IREAD) is also characterized with the direct bit-line access scheme.
12Each 128× 256 sub-array is implemented with its own 6-bit DAC.
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0.299 µm2, and 0.252 µm2. Each 256kb SRAM array is partitioned into four 256-row by 256-

column sub-arrays, all configured for large-scale characterization13. It also includes small

SRAM macros configured for conventional SRAM VTC, N-curve, and individual transistor

I-V measurements. Eighteen clusters of 20×40 SRAM arrays are implemented for each bitcell

design (20× 60 SRAM arrays are implemented for the 0.299 µm2 and the 0.252 µm2 bitcells,

as indicated in Section 3.2.2), of which 20 bitcells per cluster are wired for characterization.

13On-chip DAC was not implemented for this test chip.
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Chapter 4

Analysis of Measured Variability

4.1 Introduction

This chapter presents the measurement results from the low-power 45nm CMOS test

chips introduced in Chapter 3. Section 4.2 presents and compares the measured results

for both the conventional and the large-scale SRAM read stability and writeability metrics.

The per-cell VMIN measurements are presented in Section 4.3, where a direct correlation

between the measured large-scale read/write margins and the per-cell VMIN is established.

In addition, a method to estimate the VMIN of a functional SRAM array using the large-

scale read/write margin measurements is described. Section 4.4 presents the read current

(IREAD) measurements. Sources of systematic variations and their impacts on the SRAM

cell stability are studied in Section 4.5. Finally, Section 4.6 analyzes the impact of several

read and write assist circuits on the SRAM cell stability. Most of the measurement results

presented in this chapter are extracted from the first 45nm CMOS test chip; therefore, unless

otherwise noted, all measured results correspond to the 0.374 µm2 bitcell design.
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Figure 4.1: Measured (a) butterfly-curves for RSNM extraction, (b) N-curves for SVNM and
SINM (as well as SPNM) extraction, (c) VTC pairs for WNM extraction, and (d) N-curves
for IW extraction from SRAM macros using all-internal-node access.

4.2 Read Stability and Writeability Measurements

4.2.1 Measurements and Correlations for SRAM Read Stability

and Writeability

Conventional SRAM Design Metrics

The measured transfer curves extracted from SRAM macros with all-internal-node

access for characterizing the conventional SRAM design metrics is presented in Figure 4.1.

Scatter plots are generated to evaluate the correlations between the measured RSNM and

the read stability metrics extracted from the measured N-curves (i.e. SVNM, SINM, and

SPNM) and is presented in Figure 4.2. The measured results are in agreement with the
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Figure 4.2: Scatter plots for (a) SVNM versus RSNM, (b) SINM versus RSNM, and (c)
SPNM versus RSNM measured at VDD = 0.6V from the same SRAM macros using all-
internal-node access.

Figure 4.3: Distribution densities of (a) RSNM/SVNM, (b) SINM, and (c) SPNM measured
at VDD = 0.6V from the same SRAM macros using all-internal-node access. Note: the y-axis
scale differs from Figure 2.12 because each metric is normalized to its σ value.

simulated results presented in Section 2.2.1 - excellent correlation is established between the

SVNM and the RSNM measurements, whereas the correlations between SINM and RSNM

(and between SPNM and RSNM) suffer due to a bias difference between the SINM and the

RSNM extraction (as discussed in Section 2.2.1). The distribution densities of the different

metrics, measured at VDD = 0.6V , is presented in Figure 4.3. Results show that while the
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Figure 4.4: Scatter plot for IW versus WNM measured at VDD = 0.6V from the same SRAM
macros using all-internal-node access.

RSNM and SVNM distributions remain Gaussian at VDD = 0.6V , the distributions of both

SINM and SPNM start to resemble log-normal distributions as transistors approach the

subthreshold region of operation. Figure 4.4 presents the scatter plot for IW versus WNM

measured at VDD = 0.6V from the same SRAM macro. The measured results agree with the

simulated results presented in Section 2.2.2, indicating excellent correlation between the IW

and the WNM measurements. Each plot contains the measured data from 360 SRAM cells,

which equals the total number of SRAM CUTs, wired for all-internal-node access, per test

chip (i.e. 18× 20).

Large-Scale SRAM Design Metrics

The measured transfer curves extracted from functional SRAM arrays with direct

bit-line access for characterizing the large-scale SRAM design metrics is presented in Figure

4.5. Figure 4.6 illustrates the impact of within-cell mismatch on measured SRRV and WRRV

transfer curves. All transfer curves in Figure 4.6 are extracted from SRAM bitcells with a

lower cell β-ratio at the CH storage node - corresponding to the simulated transfer curves in

Figure 2.28a-b and Figure 2.30a-b. As expected from the simulation results, when the less
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Figure 4.5: Measured transfer curves for (a) SRRV extraction, (b) WRRV extraction, (c)
BWTV extraction, and (d) WWTV extraction from functional SRAM arrays using direct
bit-line access.

read-stable CH node holds a ′0′, both measured SRRV and WRRV transfer curves exhibit a

sharp fall-off in the BLC current (IMEAS,BLC), indicating a clear SRAM cell data disturbance

in the form of a bit flip. However, when the more read-stable CL node holds a ′0′, only some

measured transfer curves exhibit a sharp fall-off in IMEAS,BL while other transfer curves do

not.

Scatter plots are generated to evaluate the correlations between the different large-

scale read stability and writeability metrics as well as between the large-scale design metrics

and the conventional design metrics. Figures 4.7-4.8 present the scatter plots for 4 pairs of

design metrics. Each pair of design metrics is measured for the same set of SRAM cells first
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Figure 4.6: (a) Measured SRRV transfer curves for storing a ′0′ at the less read-stable CH
node; all transfer curves exhibit sharp fall off in IMEAS,BLC . (b) Measured SRRV transfer
curves for storing a ′0′ at the more read-stable CL node; only some transfer curves exhibit a
sharp fall-off in IMEAS,BL while other transfer curves do not. (c) Measured WRRV transfer
curves for storing a ′0′ at the less read-stable CH node; all transfer curves exhibit sharp
fall off in IMEAS,BLC . (d) Measured WRRV transfer curves for storing a ′0′ at the more
read-stable CL node; only some transfer curves exhibit a sharp fall-off in IMEAS,BL while
other transfer curves do not.
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Figure 4.7: (a) Scatter plot for WRRV versus RSNM measured from the same SRAM macro
using all-internal-node access at VDD = 0.8V and 0.5V . (b) Scatter plot for SRRV versus
WRRV measured from the same functional SRAM array using direct bit-line access at VDD =
0.8V and 0.5V .

Figure 4.8: (a) Scatter plot for WWTV versus IW measured from the same SRAM macro
using all-internal-node access at VDD = 0.8V and at VDD = 0.5V with VNW = 0.2V . (b)
Scatter plot for BWTV versus WWTV measured from the same functional SRAM array
using direct bit-line access at VDD = 0.8V and 0.5V .

at VDD = 0.8V and then at VDD = 0.5V to expose low read stability and writeability1 -

this is done in order to identify the point of failure for each design metric and to investigate

the correlations between the different design metrics near the point of failure. The WRRV-

RSNM pair (Figure 4.7a) and the WWTV-IW pair (Figure 4.8a) are measured from the

1This is similar to the simulated scatter plots presented in Chapter 2.
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same SRAM macros - for a total of 360 SRAM cells - using all-internal-node access2. IW is

presented here rather than WNM because large sweep margins are needed at VDD = 0.8V

to expose convexity in the write-VTC for SRAM cells with higher writeability, otherwise

the WNM values saturate and the correlation becomes exacerbated due to an error in the

extraction process. A 200mV N-well bias (VNW ) is applied when measuring the SRAM

writeability (i.e. WWTV-IW pair) in the SRAM macros for the case of VDD = 0.5V ; this is

done to further reduce the SRAM writeability and expose write failures by decreasing the

VTH of the PMOS pull-up transistors through a forward body bias (FBB). The SRRV-WRRV

pair (Figure 4.7b) and the BWTV-WWTV pair (Figure 4.8b) are measured from the same

functional SRAM array using direct bit-line access3. At VDD = 0.8V , the µ of each measured

metric sits comfortably above 6σ and a slight dispersion is observed in the measured data of

each metric pair - this is in agreement with the simulation results presented in Chapter 2.

This dispersion is generally smaller at lower measured values and larger at higher measured

values - giving each scatter plot a drum-stick shape. However, when the supply is dropped

to 0.5V 4 and the SRAM bitcell is pushed to the edge of stability, excellent agreement is

established within each metric pair, especially near the zero crossing (i.e. the origin). This

indicates that the three read stability metrics (RSNM, SRRV, and WRRV) and the three

writeability metrics (IW , BWTV, and WWTV) share a common point of failure and have

excellent agreement near failure. Therefore, both the conventional and the large-scale SRAM

design metrics can be used for SRAM failure estimation.

2As mentioned in Section 3.2.1, large-scale SRAM design metrics can be measured in SRAM macros
with all-internal-node access to establish correlations against the conventional SRAM design metrics in
measurement.

3Figures 4.7b and 4.8b are plotted for 4096 SRAM cells.
4A 200mV VNW is applied, in addition to the reduced VDD, for the measurements of WWTV and IW in

Figure 4.8a.

96



Figure 4.9: Semi-log plots for (a) the measured read metric distributions using RSNM,
SRRV, and WRRV at VDD = 0.7V ; and (b) the measured write metric distributions using
IW , BWTV, and WTTV at VDD = 0.7V .

4.2.2 Measured Distributions for SRAM Read Stability and Write-

ability

Figure 4.9 presents the semi-log plots for the distribution densities of both the read

stability and the writeability metrics measured at VDD = 0.7V fitted to Gaussian distribu-

tions. The distribution densities of RSNM, SRRV, and WRRV is presented in Figure 4.9a,

and the distribution densities of IW , BWTV, and WWTV is presented in Figure 4.9b; each

metric is normalized to its σ value. RSNM and IW are measured from SRAM macros via

all-internal-node access for 360 SRAM cells; each metric is measured for both data polarities,

yielding 720 data points. SRRV, WRRV, BWTV, and WWTV are measured from a 64kb

functional SRAM sub-array using direct bit-line access; BWTV and WWTV are captured

for a single data polarity while SRRV and WRRV are extracted for the less read-stable

data polarity. Figure 4.9 shows that the large-scale characterization captures several or-

ders of magnitude more statistical data than the conventional silicon characterization while
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Figure 4.10: Normal probability plots for (a) SRRV, (b) WRRV, and (c) RSNM measured
at VDD = 0.7V .

Figure 4.11: Normal probability plots for (a) BWTV, (b) WWTV, and (c) IW measured at
VDD = 0.7V .

requiring much less hardware overhead5.

Figure 4.10 shows the normal probability plots [34] for SRRV, WRRV, and RSNM

measured at VDD = 0.7V . The large-scale read stability metrics, SRRV and WRRV, are

measured from a 64kb functional SRAM sub-array. Figure 4.10a-b exhibit good normality at

the center of the distributions for both measured metrics. Slight deviations, from a normally

5The hardware overhead for both schemes is discussed in Chapter 3.
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distributed function, are observed near both the upper and the lower tails of the distributions

- at approximately above and below ±3σ. In both cases, the normal probability plots show

a slight bending upwards and to the left, indicating a slightly right skewed distribution.

This is in agreement with ordered statistics as both SRRV and WRRV are extracted for the

less read-stable data polarity, which is equivalent to taking the minimum of two Gaussian

distributions and yields a right skewed distribution. The conventional read stability metric,

RSNM, is measured in SRAM macros via all-internal-node characterization - 720 data points

are extracted for both data polarities from 360 SRAM cells. Figure 4.10c exhibits good

normality up to ±3σ in the measured RSNM6.

Figure 4.11 presents the normal probability plots for BWTV, WWTV, and IW mea-

sured at VDD = 0.7V . The large-scale writeability metrics, BWTV and WWTV, are mea-

sured from a 64kb functional SRAM sub-array. Figure 4.11a-b exhibit good normality down

to more than −4σ for both writeability metrics. The conventional writeability metric, IW ,

is measured in SRAM macros via all-internal-node characterization and its measurements,

as illustrated in Figure 4.11c, show no significant deviation from a normal distribution down

to −3σ.

4.2.3 Understanding the µ/σ Value

The distribution densities plotted in Figure 4.9 indicate that each read stability met-

ric, as well as writeability metric, measured at VDD = 0.7V exhibit a slightly different µ/σ

value. The difference in the µ/σ value between the large-scale SRAM design metrics and

6The RSNM data in Figure 4.10c is extracted for both data polarities in each SRAM cell and therefore
does not show a right skewed distribution.
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Figure 4.12: Measured (a) µ, (b) σ, and (c) µ/σ of SRRV and WRRV as a function of VDD.

the conventional SRAM design metrics can be attributed to the fact that the conventional

SRAM design metrics are measured in standalone SRAM macros and may not reflect the

functionality of SRAM cells in dense arrays - in particular, one source of systematic variabil-

ity is speculated in Section 4.5.1 to modulate the SRAM read stability and writeability in the

SRAM macros but not in the functional SRAM arrays. However, Figure 4.9 also indicates

a slight mismatch in the µ/σ value amongst the large-scale SRAM design metrics measured

for the same 64kb SRAM sub-array. A careful examination of the different measurements

reveals a difference in the operation of the pass-gate transistor at the point of read/write

margin extraction - i.e. where the data polarity flips - for the different large-scale metrics.

Figure 4.12 plots the µ, the σ, and the µ/σ value of the measured SRRV and WRRV as

a function of VDD. Significant differences in both the µ and the σ values of SRRV and WRRV

is revealed in Figure 4.12a-b. This can be explained by examining the WRRV measurement

process. During the WRRV measurement, as the WL voltage is driven above the SRAM cell

supply voltage (VCELL), the gate overdrive of the pass-gate transistor at the ′0′ storage node,

which is the root cause of a cell disturbance during the read cycle, gradually saturates as the
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Figure 4.13: The bit-line current sensitivity to the WL overdrive is reduced due to a rise in
the ′0′ storage node voltage and is more pronounced as VDD is increased.

′0′ storage node rises above VSS and follows the increasing WL voltage. This is manifested

in a reduced sensitivity in the measured bit-line current to the WL voltage as WL is driven

above VCELL. Figure 4.13 graphically illustrates this phenomenon, where a reduced bit-

line current sensitivity is indicated by a decreasing slope in the measured current as the

WL voltage is increased beyond VCELL. This sensitivity is further reduced as the operating

voltage is increased because the inverter trip point at the ′1′ storage side is increased and

the SRAM cell can withstand a greater rise at the ′0′ storage node before data disturbance.

Figure 4.13 confirms this as the slope, near data disturbance, in the bit-line current transfer

curve measured at VDD = 0.9V is lower than the case for VDD = 0.7V . Consequently, a

higher difference between VWL and VCELL is needed for the WRRV characterization than

for the SRRV characterization, despite having both bit-lines biased at a higher voltage than

VCELL when measuring SRRV7. As a result, the WRRV measurements show a higher µ than

the SRRV measurements - as indicated in Figure 4.12a. In addition, a reduced sensitivity in

the pass-gate transistor strength to the WL voltage also implies that a larger spread in VWL

is needed to produce the same spread in the on-current conducted by the pass-gate transistor.

7This is for the case when SRRV > 0.
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Therefore, the WRRV measurements display a larger σ than the SRRV measurements - as

indicated in Figure 4.12b. Since the bit-line current sensitivity is VDD-dependent, the σ value

of the SRRV measurements is also expected to vary with VDD. Figure 4.12b shows that while

the σ value of the WRRV measurements (σWRRV ) exhibit a heightened dependence on VDD,

the σ value of the SRRV measurements (σSRRV ) is nearly supply-independent.

The difference in the µ/σ value in the measurements of SRRV and WRRV at a

given VDD depends on the relative augmentations in the values of their µ and σ. Figure

4.12c shows that, at VDD = 0.7 and below, both SRRV and WRRV measurements result

in similar µ/σ values as the shifts in their µ and σ values compensate each other. At

VDD = 0.8V and beyond, the µ/σ value of the WRRV measurements drops below that of

the SRRV measurements due to a greater rise in σWRRV . Measurements of WWRV at above

VDD = 0.9V are not conducted to keep the WL voltage below 1.5V to avoid transistor gate-

oxide breakdown. Consequently, the WRRV is not suitable for read stability characterization

at higher operating voltages but can be useful for read stability characterization near failure.

Overall, the SRRV can be measured over a more complete range of operating voltages and has

a nice property of a supply-independent σ value, which makes it easy for VMIN,RD estimation

- as discussed in Section 4.3.2.

Figure 4.14 plots the µ, the σ, and the µ/σ value of the measured BWTV and WWTV

as a function of VDD. Marginal differences in both the µ and the σ values of BWTV and

WWTV is revealed in Figure 4.14a-b. Although both BWTV and WWTV measure the write

trip voltage of the SRAM cell, a closer examination of the characterization processes reveals

that their measurements stress the pass-gate transistor differently. During the bit-line sweep

of the BWTV characterization, the strength of the pass-gate transistor at the ′1′ storage
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Figure 4.14: Measured (a) µ, (b) σ, and (c) µ/σ of BWTV and WWTV as a function of
VDD.

side is modulated through adjusting both its gate-source voltage (VGS) and drain-source

voltage (VDS) while the pass-gate transistor at the ′0′ storage side remains in saturation

until the data polarity is flipped. Since the source node of the pass-gate transistor at the

′1′ storage node is ramped from VDD to VSS, the pass-gate transistor is first put under a

full-VDD reverse body bias (RBB) and the magnitude of the applied RBB drops with the

bit-line voltage during the BWTV characterization. Additionally, the VTH of the pass-gate

transistor, at the ’1’ storage side, is also modulated by a drain-induced barrier lowering

(DIBL) [152] effect due to a non-zero VDS. Converse to the RBB effect, the effect of DIBL

increases during the bit-line sweep as the pass-gate VDS increases. Since RBB increases

the transistor VTH and DIBL reduces it, the pass-gate transistor VTH is reduced and its

current drive, relative to the PMOS pull-up transistor, is increased with the decreasing

bit-line voltage during the BWTV characterization. In addition, due to a decrease in the

value of BWTV with a decreasing VDD, the pass-gate transistor current drive, relative to

the PMOS pull-up transistor, is increased as VDD is decreased at the point where BWTV is
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extracted - i.e. at the bit-line voltage causing the data polarity to flip. Consequently, the µ

value of the measured BWTV (µBWTV ) deviates slightly from a linear dependence on VDD

in the positive direction as VDD is decreased - as shown in Figure 4.14a. On the other hand,

the word-line sweep during the WWTV characterization modulates the strengths of both

pass-gate transistors through adjusting only the gate-source voltage (VGS), leading to a fixed

pass-gate transistor VTH until the data polarity is flipped. As a result, Figure 4.14a shows a

linear dependence on VDD [58, 64,134] for the µ value of the measured WWTV (µWWTV ).

The increased within-die variation of transistor VTH due to RBB [97] and the varying

degree of RBB and DIBL applied at each bit-line voltage for BWTV extraction increases

the σ value of the BWTV measurements (σBWTV ). Consequently, Figure 4.14b indicates a

higher σ value for the BWTV measurements than for the WWTV measurements, where the

pass-gate transistor VTH remains constant during each characterization sweep. In addition,

the σBWTV is shown, in Figure 4.14b, to have elevated VDD-dependence because the degree

of RBB and DIBL varies as the value of BWTV changes with VDD
8. On the other hand, σ

value for the WWTV measurements (σWWTV ) is shown to be relatively supply-independent.

Finally, the difference in the µ/σ value in the measurements of BWTV and WWTV at a

given VDD depends on the relative augmentations in the values of their µ and σ. Figure 4.14c

shows that, at below VDD = 0.7, both BWTV and WWTV measurements result in similar

µ/σ values as the shifts in their µ and σ values compensate each other. At VDD = 0.7V and

above, the µ/σ value of the BWTV measurements drops slightly below that of the WWTV

measurements due to a decrease in the slope of µBWTV as a functional of VDD. Due to a

8The exact dependence of the σBWTV on VDD depends on the cumulative impact of RBB and DIBL on
the BWTV values at each VDD.
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Figure 4.15: Distributions of (a) VMIN,RD and (b) VMIN,WRT measured in a 64kb functional
SRAM sub-array.

more linear dependence on VDD and a supply-independent σ value, the WWTV can more

effectively quantify the impact of VDD on SRAM writeability and can be more easily used

for VMIN,WRT estimation - as discussed in Section 4.3.2.

4.3 Measurements and Estimation of the SRAM Min-

imum Operating Voltage

4.3.1 VMIN Measurements

The minimum operating voltage (VMIN) distributions for static read and write op-

erations measured in a 64kb functional SRAM sub-array are presented in Figure 4.15. In

both cases, VMIN measurements are extracted from each SRAM bitcell for the less read

stable or the less writeable data polarity - i.e. the maximum value of VMIN is taken for

each bitcell. Figure 4.15a shows that process variability causes the VMIN,RD distribution to

have a long tail in the direction of higher VMIN,RD values - similar to the case for the data

105



retention voltage (DRV) distributions [118,147]. This figure also indicates that a majority of

the measured bitcells can achieve read data retention at very low operating voltages - below

the transistor VTH , and thus yield a log-normal shaped distribution, at the lower tail, due

to an exponential dependence of transistor currents on transistor VTH . However, the array

VMIN,RD value is determined by the maximum point in the long tail of the VMIN,RD distri-

bution and is notably above the transistor VTH . Figure 4.15b shows the measured VMIN,WRT

distribution. Due to the high writeability of the 0.374 µm2 bitcells in this process, a weak

write [90], in the form of a 100mV reduction in the word-line bias9, is applied to generate

a reasonable amount of write failures above the transistor VTH . The measured distribution

shows two peaks, with a high write failure count near VDD = 0V corresponding to SRAM

cells with very high writeability, where the bit flip is caused by a standby retention failure.

It is important to note that, although a retention failure cannot be easily distinguished from

a write failure under very low operating voltages, the array VMIN,WRT value is determined by

the maximum point in rightmost tail of the VMIN,WRT distribution; therefore, the peaking

of the VMIN,WRT distribution near VDD = 0V can be disregarded.

A direct correlation between the per-cell VMIN measurements and the large-scale

SRAM read/write margin measurements is presented in Figure 4.16 for a 64kb functional

SRAM sub-array. Figure 4.16a shows the scatter plot of SRRV versus VMIN,RD, where the

SRRV is measured at VDD = 0.6V to expose near-failure read stability. The scatter plot

of WWTV (measured at VDD = 0.6V to expose near-failure writeability) versus VMIN,WRT

(measured with a 100mV word-line weak write) is shown in Figure 4.16b. Measured results

9A reduced word-line voltage is applied rather than a raised bit-line voltage (above VSS at the ′1′ storage
node) to avoid altering the pass-gate VTH .
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Figure 4.16: Scatter plots for (a) SRRV versus VMIN,RD and (b) WWTV versus VMIN,WRT

measured in a 64kb functional SRAM sub-array demonstrating excellent correlation near
failure. SRRV and WWTV are measured at VDD = 0.6V ; a 100mV word-line weak write is
applied during VMIN,WRT characterization.

indicate excellent agreement between the per-cell VMIN,RD/VMIN,WRT and the large-scale

SRRV/WWTV, particularly at high VMIN,RD/VMIN,WRT and low SRRV/WWTV values

where the bitcell approaches read stability/writeability failure. Since the SRRV is mea-

sured at VDD = 0.6V , the zero crossing of the SRRV measurements, in Figure 4.16a, maps

exactly to VMIN,RD = 0.6V (before normalization)10. Figure 4.16b shows a large cloud near

the y-axis at high WWTV and low VMIN,WRT values, corresponding to the VMIN,WRT values

captured due to standby retention failures. The excellent agreement between the extracted

VMIN and the large-scale read/write margin measurements (particularly the SRRV and the

WWTV) suggest that the SRAM design metrics measured using direct bit-line characteri-

zation can be used to estimate VMIN .

10The zero crossing of the WWTV measurements does not correspond to VMIN,WRT = 0.6V due to the
application of a 100mV word-line weak write.
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4.3.2 VMIN Estimation

Section 4.3.1 points out that the minimum operating voltage (VMIN) of an SRAM

array is determined by the most stable bitcell, which involves extracting the extreme max-

imum value of the VMIN,RD and the VMIN,WRT distributions. Consequently, to characterize

the VMIN of large SRAM arrays, every bitcell in each array must be examined to capture the

entire VMIN,RD and VMIN,WRT distributions. This is particularly true for VMIN,RD given its

very long tail in the positive direction (Figure 4.15a). Therefore, it is desirable to formulate

a method to quickly estimate the VMIN of an SRAM array of arbitrary size without having

to examine each individual bitcell. A mixture importance sampling (IS) based approach

is developed in [78] to quickly estimate rare failure events in SRAM by re-centering the

sample space within the failure region, which can be realized through shifting the means

of the transistor VTH in the 6-T bitcell. This approach is extended in [46] by adopting a

norm minimization algorithm to shift the means of the VTH of all six transistors in a bitcell

along the most likely path to failure. Alternately, the Extreme Value Theory (EVT) [89] is

adopted in [127] to generate the tail of the distribution of a rare event, by blocking samples

that are likely to occur, and then fitting the tail to a Generalized Pareto Distribution (GPD)

for failure prediction. This method is applied in [127] to estimate the worst case write time

for a 64-bit SRAM column and is extended in [128] to estimate the SRAM DRV. While these

methods can provide very fast failure predictions, their accuracies depend on the transistor

models. As processes become increasingly complex and harder to control, designers can

no longer solely rely on model accuracy to fully capture the random effects in large cache

memories. Since these methods require a well controlled simulation framework to explore
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statistics in the failure region, they cannot be easily applied using measured results.

In Section 4.3.1, a direct relationship between the large-scale SRAM design metrics

and the per-cell VMIN is established through measurements. The excellent correlation of the

large-scale metrics with VMIN indicate that they can be used for VMIN estimation. Since each

large-scale metric can fit reasonably well to a Gaussian distribution11, the µ and σ values

can be extracted and applied to estimate the probability of failure at each VDD value using

simple statistics. This is similar to the approach adopted in [20], to predict the read/write

fail count for a sample 1k SRAM cells, and in [147], which uses a linear fit of µ (as a function

of VDD) and a static σ for the hold static noise margin (HSNM) to estimate the probability

of data retention failure as a function of VDD.

Since the actual read margin (and write margin) of each SRAM bitcell is defined as the

minimum of two margins extracted for each data polarity, the resulting random variable is

the minimum of two Gaussian variables, which no longer fits to a normal distribution. Order

statistics can be used to define the probability density function (PDF ) of the minimum of

n independent and identically distributed (i.i.d.) random variables. Let X1 and X2 denote

two i.i.d. normal random variables with a common mean, µC , and a common variance, σ2
C

- i.e. X1∼N(µC , σ
2
C) and X2∼N(µC , σ

2
C). The PDF of X= min(X1, X2) is given by order

statistics as

f(x) = 2× f(x1)× [1− F (x1)] (4.1)

where f(x1) is the PDF and F (x1) is the cumulative distribution function (CDF ) of X1.

11SRRV (and WRRV), in this case, should be evaluated for both data polarities and stored independently.
Although the SRRV (and WRRV) cannot be successfully measured for both data polarities, which may cause
the measured data to deviate slightly from a Gaussian distribution beyond more than ±3σ, the µ and σ
values should still be accurately extracted.
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Figure 4.17: Sensitivity of (a) RSNM and (b) WNM to differential and common-mode vari-
ations in the pull-down, pass-gate, and pull-up transistor pairs within an SRAM bitcell [32].

The CDF of X= min(X1, X2) [27] can be expressed as

F (x) = 2× F (x1)− F 2(x1) (4.2)

where F (x1) is the CDF of X1.

Equation 4.1 is adopted recently in [27, 61, 147] to estimate the probability of static

stability failure in SRAM. However, this equation makes the assumption that the noise mar-

gins measured for the two data polarities of a bitcell are independent of each other and

are identically distributed - i.e. they have the same mean and the same variance. Sections

2.3.1 and 4.2 illustrate that due to random mismatch within each bitcell, the bitcell typi-

cally favors the storage of one data polarity over the other. It has been previously shown

in [32, 136] that while the read stability of an SRAM bitcell is equally sensitive to both dif-

ferential (mismatch) and common-mode (systematic) variations in the pass-gate transistors,

the overall sensitivity of the read stability is dominated by a strong sensitivity to differential

variations in the pull-down transistors; thus resulting in a negative correlation between the
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Figure 4.18: (a) Scatter plot of RSNM1 versus RSNM2, along with a linear fit, showing a
negative correlation between the read stability of the two data polarities. (b) Scatter plot
of WNM1 versus WNM2, along with a linear fit, showing a positive correlation between the
writeability for the two data polarities.

read stability margins of the two data polarities12. Conversely, [32] shows that while the

writeability of an SRAM bitcell is equally sensitive to both differential and common-mode

variations in the pull-up transistors, the overall sensitivity of the writeability is dominated by

a strong sensitivity to common-mode variations in the pass-gate transistors; thus resulting

in a positive correlation between the writeability margins for the two data polarities. Figure

4.17 graphically summarizes the findings in [32]. The resulting positive correlation between

the two RSNMs - RSNM1 and RSNM2 - and negative correlation between the two WNMs

- WNM1 and WNM2 - are established, using 3k-sample MC simulations, in Figure 4.18.

The MC simulation environment is identical to that used in Chapter 2 - with common-mode

global variations in LG, W , TOX , and VTH as well as random mismatch in VTH for all tran-

sistors. Furthermore, while the stability margins acquired through simulations (for the two

data polarities) may yield approximately the same means and variances, as shown in [27],

12 [27] also pointed out this negative correlation.
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physical differences between the layouts of each half cell may produce a lithography-induced

systematic shift between the means of the two read/write margins of a bitcell [64, 65] (Sec-

tion 4.5.2). Therefore, a more general expression for the PDF of X = min(X1, X2), where

X1∼N(µ1, σ
2
1) and X2∼N(µ2, σ

2
2) are not necessarily i.i.d., is needed to more accurately

estimate the SRAM read/write failure probability.

The mathematical expression for the exact distribution of the minimum of two Gaus-

sian random variables is provided by the statistics literature [17, 42, 96, 140]. Let (X1, X2)

represent a bivariate normal random vector where X1∼N(µ1, σ
2
1) and X2∼N(µ2, σ

2
2) denote

two normal random variables with means (µ1,µ2), variances (σ2
1,σ2

2), and a correlation coef-

ficient ρ. The PDF of X= min(X1, X2) can be expressed as

f(x) = f1(x) + f2(x) (4.3)

with

f1(x) =
1

σ1
× φ

(
x− µ1

σ1

)
× Φ

(
ρ(x− µ1)

σ1
√

1− ρ2
− x− µ2

σ2
√

1− ρ2

)
(4.4)

f2(x) =
1

σ2
× φ

(
x− µ2

σ2

)
× Φ

(
ρ(x− µ2)

σ2
√

1− ρ2
− x− µ1

σ1
√

1− ρ2

)
(4.5)

where φ(x) = (2π)−1/2e−x
2/2 is the PDF and Φ(x) = (1/2)

[
1 + erf(x/

√
2)
]
13 is the CDF

of the standard normal distribution, i.e. N(0, 1).

It is worthwhile to note that in the special case where X1 and X2 are i.i.d., equations

4.3-4.5 can be simplified as

f(x) = 2× 1

σ1
× φ

(
x− µ1

σ1

)
×
[
1− Φ

(
x− µ1

σ1

)]
(4.6)

13erf(x) = 2√
π

∫ x
0
e−t

2

dt represents a special function known as the error function.
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Figure 4.19: Semi-log plot of the distribution density of the actual RSNM - taken as the
minimum of two RSNMs - extracted from a 3k-sample MC simulation fitted in (a) using
the normal PDF and the PDF defined by equations 4.3-4.5; and in (b) using the PDF
defined by equations 4.3-4.5 with ρ = 0 and with the extracted ρ value. The worst-case tail
matches nicely to the PDF defined by equations 4.3-4.5 with and without modeling the ρ.
(c) Fitted PDF s using equations 4.3-4.5 for three different values of VDD. The probability
of read stability failure at each value of VDD is equal to the area under the PDF and to the
left of the line y = 0.

by applying the conditions µ1 = µ2, σ1 = σ2, and ρ = 0. Note that equation 4.6 is equivalent

to equation 4.1, which is provided by order statistics for the minimum of two i.i.d. random

variables.

To validate the PDF defined by equations 4.3-4.5, a semi-log plot is generated, in

Figure 4.19a-b, for the distribution density of the actual RSNM - taken as the minimum of

two RSNMs for each bitcell - extracted from a 3k-sample MC simulation. The distribution is

fitted to the normal PDF , the PDF defined by equations 4.3-4.5 with the extracted ρ value,

and the PDF defined by equations 4.3-4.5 with ρ = 0. Results show that the PDF defined by

equations 4.3-4.5 with an extracted ρ value can best match the entire RSNM distribution,

whereas the normal PDF does not match well to either tail of the RSNM distribution.

However, the PDF defined by equations 4.3-4.5 with ρ = 0 can almost exactly match the
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PDF generated using the extracted ρ value at the worst-case tail. Since the VMIN of large

SRAM arrays is determined by the tail of its distribution, a good matching at the worst-

case tail of the read/write margin distributions, at each VDD, is sufficient [27]. Therefore, it

appears that PDF defined by equations 4.3-4.5 with ρ = 0 can also be used for SRAM VMIN

estimation. Applying the condition ρ = 0 to equations 4.3-4.5, the corresponding PDF can

be redefined as

f(x) =
1

σ1
×φ
(
x− µ1

σ1

)
×
[
1− Φ

(
x− µ2

σ2

)]
+

1

σ2
×φ
(
x− µ2

σ2

)
×
[
1− Φ

(
x− µ1

σ1

)]
(4.7)

or equivalently

f(x) = f(x1)× [1− F (x2)] + f(x2)× [1− F (x1)] . (4.8)

It is important to note that, while Figure 4.19b suggests that a good matching to the worst-

case tail of the read/write margin distributions can be achieved without accounting for the

correlation between the two noise margins of an SRAM bitcell, the utility of equation 4.1 is

still limited when a difference is present between the means and/or the variances of the two

margins.

With the above definitions, the read/write noise margin (NM) of an SRAM bitcell

can be represented by XNM = min(XNM1, XNM2) with its PDF defined by either equations

4.3-4.5 (for the general case) or by equation 4.8 (with ρ = 0). Although the CDF of

XNM , in both cases, cannot be easily expressed mathematically, contrary to the case for the

minimum of two i.i.d. random variables (equation 4.2)14, the probability of read stability

or writeability failure can be numerically calculated by integrating the PDF from −∞ to 0

14Although a simple mathematical expression is derived for the CDF of the minimum of two i.i.d. normal
random variables, the solution of this expression still requires a numerical calculation of the error function.
However, the solution can also be estimated using the error function’s Taylor series.
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(which is equivalent to numerically solving for the CDF - F (x) - at x = 0) - in other words

P (FAIL) = P (NM ≤ 0) =

∫ 0

−∞
f(x) dx. (4.9)

Using equation 4.9, the probability of either a read stability or a writeability failure

can be estimated at each VDD. This is graphically illustrated in Figure 4.19c, where the PDF

(defined using equations 4.3-4.5) of the RSNM is plotted for three different values of VDD

and the probability of read stability failure at each VDD is estimated by the area under the

PDF and to the left of the line y = 0. Because the CDF of XNM = min(XNM1, XNM2) for

the general case is not easily expressed mathematically (as mentioned above), an expression

for the VMIN,RD/VMINWRT is not formulated. However, the values of VMIN,RD/VMINWRT

can be easily extracted by looking up the VDD value for the corresponding yield, which can

be expressed as 1 − P (FAIL). In order to estimate the probability of failure as a function

of VDD, equation 4.9 must be solved at each VDD using a different PDF , which can be fully

defined by a mean and a variance. It is, therefore, sufficient to model the mean (µ) and the

standard deviation (σ) of each read/write metric as a function of VDD. This is similar to

how HSNM is treated in [147], which adopts the PDF defined by equation 4.1. Likewise,

in [20], the mean and sigma values are applied to an error function to predict the read/write

fail count from a sample of 1k SRAM cells. However, due to the non-Gaussian nature of the

actual read/write margin distributions, fail counts predicted directly from an error function

may not reflect the actual fail counts of an actual SRAM array, where a failure indicates the

inability to retain or write either data polarity.

The above method is first examined against MC simulations, with previously stated

conditions, using a commercial low-power 45nm CMOS process for the case of VMIN,RD esti-
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Figure 4.20: The simulated (a) µ and (b) σ for RSNM and SRRV, using 3k-sample MC
simulations, as a function of VDD along with the corresponding polynomial fit and the norm
of the residuals.

mation using both RSNM and SRRV. SRRV is selected, rather than WRRV, because σSRRV

is shown to be relatively supply-independent and can be easily approximated using a linear

fit (Section 4.2.3). In addition, µSRRV is approximately a linear function of VDD. Figure

4.20 plots the simulated µ and σ for RSNM and SRRV, using 3k-sample MC simulations, as

a function of VDD. µRSNM is fitted using a 3rd order polynomial, while σRSNM , µSRRV , and

σSRRV are fitted linearly. The negative correlation between RSNM1 and RSNM2, measured

for each SRAM bitcell, is graphically illustrated in Figure 4.21a (similar to Figure 4.18a).

Figure 4.21b plots the extracted ρ value between RSNM1 and RSNM2 as a function of VDD

along with its quadratic fit. ρRSNM is fitted to further compare the accuracy of VMIN,RD

estimation when generating the PDF using equations 4.3-4.5 versus using equation 4.8.

Recall from Sections 2.3.1 and 4.2 that, when the within-cell mismatch is high, the

116



Figure 4.21: (a) The scatter plot for RSNM2 versus RSNM1, along with a linear fit, showing
a negative correlation. Here, VDD = 0.8V is selected without any particular reason. (b) The
coefficient of correlation, ρ, between RSNM1 and RSNM2 as a function of VDD along with
the quadratic fit.

SRRV can only be characterized for a single data polarity. Therefore, although a negative

correlation is expected between the two read margins of each bitcell due to a strong sensitivity

to differential variations in the pull-down transistors (Figure 4.17a), the SRRV can only be

extracted for the less read-stable data polarity - i.e. only the smaller read margin can be

extracted. As a result, ρSRRV can only be extracted for bitcells with a marginal within-cell

mismatch, for which both SRRV1 and SRRV2 can be characterized. Since the marginal

within-cell mismatch is modulated by a systematic variation, a slightly positive ρSRRV is

extracted - this is graphically illustrated in Figure 4.22a. Figure 4.22b presents the semi-log

plot of the distribution density of the SRRV extracted from a 5k-sample MC simulation15.

The worst-case tail of the distribution matches very well against the PDF s generated using

both equations 4.3-4.5 and equation 4.8; although the PDF generated using equations 4.3-4.5

15A 5k-sample MC simulation is used here to extract adequate samples of both SRRV1 and SRRV2 for
accurate ρ extraction.
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Figure 4.22: (a) The scatter plot for SRRV2 versus SRRV1 with a linear fit, for SRAM
cells allowing the characterization of SRRV for both data polarities, showing a positive
correlation. (b) Semi-log plot of the distribution density of SRRV extracted from a 5k-
sample MC simulation fitted using the normal PDF and the PDF s defined by equations
4.3-4.5 and by equation 4.8. The worst-case tail matches nicely to the PDF s defined by
either equations 4.3-4.5 or equation 4.8. A 5k-sample MC simulation is used to extract
adequate samples of both SRRV1 and SRRV2 for accurate ρ extraction.

does present a better overall match to the distribution16.

Figure 4.23a-b plots the read fail probability as a function of VDD, estimated us-

ing RSNM, SRRV, and SVNM. The SRAM VMIN,RD is plotted, in Figure 4.23c, against

the number of functional (or error-free) SRAM cells17, expressed in units of σ - using the

transformation

σ =
√

2× erf−1 (1− P (FAIL)) (4.10)

where erf−1(.) denotes the inverse error function. The estimates are compared against a

100k-sample MC simulation. Results indicate that the estimation using RSNM and SRRV

16Although a negative correlation is expected between the two read margins of each bitcell, a better match
is established against the PDF generated using equations 4.3-4.5 with ρSRRV > 0 because the missing SRRV
data that leads to ρSRRV > 0 is also missing from the distribution itself - therefore, a positive correlation is
present between the distributions for SRRV1 and SRRV2. However, the value of ρSRRV may not measure
this correlation exactly - also due to the missing SRRV data.

17This is similar to what is done for DRV in [147]. Here, the expression for the general case PDF is used
- with equations 4.3-4.5 - to estimate VMIN,RD using both conventional and large-scale SRAM metrics.
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Figure 4.23: Semi-log plot for the read fail probability as a function of VDD, both extracted
from a 100k-sample MC simulation and estimated (a) using RSNM and SRRV, and (b)
using SVNM. (c) VMIN,RD as a function of the number of functional SRAM cells, in units
of σ, extracted from a 100k-sample MC simulation and estimated using RSNM, SRRV, and
SVNM. The estimations using RSNM and SRRV matches very well against the results from
MC, whereas the estimation using SVNM does not. The estimation using SVNM is done
twice - with µ and σ fitted using (1) a full range of VDD values and (2) only higher VDD

values.
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can achieve excellent agreement to the MC simulation - with less than 0.7% error at 3σ,

0.5% error at 4σ, and 1.5% error at 4.42σ - while offering a 5× speedup compared to a

100k-sample MC simulation. This speedup can be increased by fitting the µ and σ values

using less VDD points - in this example, 3k-sample MC simulations are run at 7 VDD points

(from 0.4V to 1.0V ). Since µRSNM is fit to a 3rd order polynomial, a minimum of 4 data

points are needed to generate a unique fitting; whereas only 2 data points are needed to fit

µSRRV . In addition, the speedup is more significant when comparing to a larger-sample MC

simulation. It is important to note that the accuracy of this method does have a dependence

on the normality of the individual noise margin distributions, since the PDF s are defined

for the minimum of two normal random variables18.

Figure 4.23b-c indicates that the estimation using SVNM, on the other hand, matches

poorly against the MC simulation. Recall from Section 2.2.1 that the SVNM is unable to

characterize negative read margin values. To isolate this effect, the estimation using SVNM

is performed twice - with µ and σ fitted within a full range of VDD values (e.g. 0.4V to

1.0V ) in (1) and within only the higher VDD values (e.g. 0.7V to 1.0V ) in (2), to avoid

having to characterize a negative read margin. However, only a marginal improvement is

achieved using (2) - as shown in Figure 4.23b-c. To investigate this further, the distributions

of RSNM, SRRV, SVNM, and SINM for a single data polarity is plotted in Figure 4.24 (using

3k-sample MC simulations). Each metric is characterized at three different supply voltages

to examine how its distribution changes with VDD. Figure 4.24 shows that the distributions

of all four metrics shift to the left, as expected, when VDD is decreased - i.e. the read margins

18 [147] shows a matching accuracy, using the PDF defined by equation 4.1, out to 7 − 8σ against the
statistical method provided in [127,128] for the estimation of SRAM DRV.

120



Figure 4.24: Distribution densities, at three different supply voltages, of (a) RSNM, (b)
SRRV, (c) SVNM, and (d) SINM extracted from 3k-sample MC simulations for a single
data polarity. The distributions of both SVNM and SINM become non-Gaussian as VDD is
reduced.

decrease with a decreasing VDD. However, while the shapes of the RSNM and the SRRV

distributions remain unchanged - indicating a shift in µ with a constant σ, the distributions

of both SVNM and SINM are altered as VDD is reduced. This is not surprising for SINM,

whose distribution, as mentioned in Section 2.2.1, is expected to become log-normal at low

VDDs - making it unsuitable for VMIN,RD estimation using the above method. In the case of

SVNM, both µ and σ changes as VDD is reduced. In addition, the SVNM distribution, as

illustrated in Figure 4.24b, deviates from Gaussian and becomes slightly right skewed at low

VDD values (e.g 0.4V ) - this is likely caused by the inability to characterize a negative SVNM.
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Figure 4.25: Distribution densities of (a) WNM, (b) WWTV, and (c) IW extracted from
3k-sample MC simulations for a single data polarity. The distribution of IW become non-
Gaussian as VDD is reduced.

Therefore, although Section 2.2.1 indicates that the SVNM is able to effectively track the

SRAM VMIN,RD, its utility in VMIN,RD estimation is limited.

Before digging further, Figure 4.25 is presented to complement Figure 4.24 for the

write metrics. This figure shows that, similar to RSNM and SRRV, the distributions of

WNM and WWTV remain Gaussian down to very low supply voltages (i.e. 0.4V and

beyond). Furthermore, their σ values remain relatively unchanged - i.e. neither the heights

nor the widths of the distributions change with a decreasing VDD. Consequently, WNM and

WWTV, which were previously shown to effectively track the SRAM VMIN,WRT (Chapter

2), are good candidates for VMIN,WRT estimation using the above method19. Conversely,

as discussed in Section 2.2.2, the distribution of IW deviates from Gaussian and becomes

log-normal as VDD is decreased - making it unsuitable for VMIN,WRT estimation using the

above method.

19It is important to recall that WNM characterization may require adequate sweep margins to expose
convexity in the write-VTC. As a result, WNM characterization may not be possible at higher values of
VDD.
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Figure 4.26: (a) Semi-log plot for the read fail probability as a function of VDD; and (b)
VMIN,RD as a function of the number of functional SRAM cells, in units of σ - both extracted
from a 100k-sample MC simulation and estimated using RSNM, with µ fitted either linearly
or to a 3rd order polynomial.

Figure 4.26 plots the read fail probability as a function of VDD as well as VMIN,RD

as a function of the number of functional SRAM cells (in units of σ). The presented results

are estimated using RSNM with µ fitted either linearly or to a 3rd order polynomial. The

comparison justifies the usage of a 3rd order polynomial fit for µRSNM by showing that it

can indeed achieve more accuracy than a linear fit.

As previously mentioned, the worst-case tail of the read/write margin distributions

can be sufficiently matched without accounting for the correlation between the two noise

margins of an SRAM bitcell. To further validate this, the read fail probability as a function

of VDD is estimated using RSNM, with its PDF modeled by either equations 4.3-4.5 or

equation 4.8. Figure 4.27a indicates that both sets of equations produce the same read fail

probabilities down to a very low supply voltage (∼ 0.3V ). At VDD ∼ 0.3V , the estimated fail

probabilities start to deviate slightly as the bodies of the PDF s approach the y = 0 line and

start to impact the read fail probability (Figure 4.19c). Figure 4.27b, which plots VMIN,RD
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Figure 4.27: (a) Semi-log plot for the read fail probability as a function of VDD; and (b)
VMIN,RD as a function of the number of functional SRAM cells, in units of σ - both extracted
from a 100k-sample MC simulation and estimated using RSNM, with its PDF modeled by
either equations 4.3-4.5 or equation 4.8.

against the number of functional bitcells, indicates that both sets of equations produce the

same VMIN,RD estimates from 2σ onwards. Therefore, for large SRAM arrays, equation 4.8

is sufficient for failure analysis.

Although VMIN estimation can be performed without accounting for ρ, the utility

of equation 4.1, which assumes i.i.d., may still be limited when a difference exists between

the means and/or the variances of the two noise margins. While the RSNM1 (SRRV1)

and RSNM2 (SRRV2) data gathered from MC simulations at the different supply voltages

appear to be identically distributed, a closer examination of the statistics reveals an average

difference of ∼ 2.3% between σRSNM1 and σRSNM2 over the range VDD = 0.4V −

VDD = 1.0V due to random mismatch. This difference is slightly more pronounced between

σSRRV 1 and σSRRV 2 - reaching an average difference, in the same direction, of ∼ 3.5% -

likely due to the fact that the SRRV characterization is discrete - determined by the stepping
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Figure 4.28: VMIN,RD as a function of the number of functional SRAM cells, in units of σ,
both extracted from a 100k-sample MC simulation and estimated using - (a) RSNM with its
PDF modeled by either equation 4.8 or equation 4.1; and (b) SRRV with its PDF modeled
by either equation 4.8 or equation 4.1.

size20, whereas the RSNM extraction is continuous. In the meantime, the µ values for both

RSNM and SRRV, although matched to within 1% difference, shift together in the opposite

direction (i.e. if σ1 > σ2, then µ1 < µ2) - enchancing the effect of the difference in the

σ values. Figure 4.28 summarizes the impact of this small σ difference on the accuracy of

VMIN,RD estimation using equation 4.1 versus using equation 4.8. The results from both

RSNM- and SRRV-based estimations are presented. While both the RSNM- and SRRV-

based VMIN,RD estimations using equation 4.8 achieve excellent matching against the MC

simulation (same as shown in Figure 4.23), the estimations using equation 4.1 - either taking

(µ1, σ1) or (µ2, σ2) - deviates slightly from the results of the MC simulation as well as the

estimations using a more complete definition of the PDF - i.e. equation 4.8. Therefore,

even with small differences between (µ1, σ1) and (µ2, σ2), equation 4.8 can provide a more

accurate estimation than equation 4.1.

20A stepping size of 1mV is used in the MC simulations.
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Figure 4.29: VMIN,RD as a function of the number of functional SRAM cells, in units of σ,
both extracted from a 100k-sample MC simulation and estimated using RSNM, with its PDF
modeled by either equations 4.3-4.5 or equation 4.8. A systematic mismatch is introduced
to the bitcell through a differential adjustment in the LG of the pull-down transistor pair -
producing a ∼ 8% shift in µ and a ∼ 6% shift in σ between SRRV1 and SRRV2.

While the error in failure estimation using equation 4.1 is only marginal in Figure

4.28, this error is expected to increase in the presence of a systematic within-cell mismatch

that produces a difference in the means and/or the variances of the two noise margins. To

examine this, an intentional systematic mismatch is introduced to the SRAM bitcell through

a differential adjustment in the LG of the pull-down transistor pair, producing approximately

an 8% shift in µ and a 6% shift in σ (in opposite directions) of the two noise margins within

the bitcell - characterized using SRRV21. Before examining the impact of this systematic

mismatch on the accuracy of failure prediction using equation 4.1, the nearly exact matching

between VMIN,RD estimates using equations 4.3-4.5 versus using equation 4.8, in the presence

of a systematic within-cell mismatch, is reproduced in Figure 4.29. Therefore, the impact

of the correlation between the two noise margins is independent of whether the two noise

margins are identically distributed. Figure 4.30 plots the read fail probability as a function

of VDD as well as VMIN,RD against the number of functional SRAM cells, in units of σ,

21The percentages in µ and σ shifts are averaged over the range VDD = 0.4V − VDD = 1.0V .
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Figure 4.30: (a) Semi-log plot for the read fail probability as a function of VDD; and (b)
VMIN,RD as a function of the number of functional SRAM cells, in units of σ - both extracted
from a 100k-sample MC simulation and estimated using SRRV, with its PDF modeled by
either equation 4.8 or equation 4.1. A systematic mismatch is introduced to the bitcell
through a differential adjustment in the LG of the pull-down transistor pair - producing a
∼ 8% shift in µ and a ∼ 6% shift in σ between SRRV1 and SRRV2.

extracted from a 100k-sample MC simulation (for the bitcell mentioned above). The SRRV-

based estimation is performed using equation 4.8 and equation 4.1 for both (µ1, σ1) and

(µ2, σ2). In addition, the statistical averages of µ and σ - i.e. µAV G = (µ1 + µ2)/2 and

σAV G =
√

(σ2
1 + σ2

2)/2, assuming independence - is used with equation 4.1 for estimation.

As expected, the estimation using equation 4.8 achieves excellent matching against the 100k-

sample MC simulation. Conversely, the estimation using equation 4.1 either overestimates

failure - with (µ1, σ1) - or underestimates failure - with (µ2, σ2). While the estimation using

equation 4.1 with the statistical averages of µ and σ does provide a better estimation than

either (µ1, σ1) or (µ2, σ2), Figure 4.30b indicates that its results start to deviate significantly

from the estimation using equation 4.8 at >∼ 4-5σ. Therefore, while the accuracy of failure
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Figure 4.31: The (a) µ and (b) σ of SRRV and WWTV, measured for 8k bitcells from a
64kb SRAM sub-array, as a function of VDD along with the corresponding linear fit and the
norm of the residuals.

prediction using equation 4.1 can be acceptable (Figure 4.28) for SRAM arrays subject to a

purely random within-cell mismatch, its utility becomes noticeably limited when a systematic

within-cell mismatch is also present.

Measured Results

As processes become increasingly complex and harder to control, simulation-based

failure analysis can no longer by relied upon for large cache memories and the direct analysis

of silicon data becomes crucial. Figure 4.31 plots the µ and σ of SRRV and WWTV,

measured for 8k bitcells from a 64kb SRAM sub-array, as a function of VDD. All four

parameters match nicely to a linear fit, where both σSRRV and σWWTV are approximately

supply-independent. The SRRV distributions, as the minimum of SRRV1 and SRRV2, is
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Figure 4.32: Semi-log plot of the distribution densities of (a) SRRV, modeled using equation
4.8; and (b) WWTV, modeled using equations 4.3-4.5. Both SRRV and WWTV, in this
example, are measured for a 64kb SRAM sub-array. The worst-case tail matches well in
both cases. The scatter plots of SRRV2 versus SRRV1 and WWTV2 versus WWTV1 are
included to show the positive correlation from measurement.

modeled using equation 4.8 with ρ = 022; the WWTV distributions, as the minimum of

WWTV1 and WWTV2, is modeled, in contract, using equations 4.5-4.1. Figure 4.32 plots

the distribution densities of SRRV and WWTV, along with the models for their PDF ,

measured for a 64kb SRAM sub-array. The measured results indicate excellent matching of

the worst-case tails and, in the case of WWTV (which uses the exact PDF from equations

4.5-4.1), over the entire distribution for 65,536 data points. The probabilities of read stability

failure and write stability failure are estimated using SRRV and WWTV measurements,

modeled by equations 4.5-4.1 and equation 4.8, respectively. The estimated results are

compared against measurements from a 64kb SRAM sub-array and is summarized in Figure

4.33. Good matching is achieved between the estimated VMIN,RD/VMIN,WRT values and the

measurement data - with a maximum error of less than 6% from 2σ to > 4σ.

22Recall that the SRRV can only be characterized for one data polarity in bitcells with elevated within-cell
mismatch; therefore, a positive correlation is measured (Figure 4.32a) even though the correlation between
the two read margins in a bitcell is expected to be negative.
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Figure 4.33: Semi-log plot for (a) the read fail probability as a function of VDD, measured
for a 64kb SRAM sub-array and estimated using SRRV; and (b) the write fail probability
as a function of VDD, measured for a 64kb SRAM sub-array and estimated using WWTV.
(c) VMIN,RD/VMIN,WRT as a function of the number of functional SRAM cells, in units of σ
- both measured and estimated. To reduce writeability and expose higher VMIN,WRT values,
NMOS RBB and PMOS FBB are applied during VMIN,WRT and WWTV measurements -
word-line weak write is not applied because WWTV characterization requires direct word-
line control. The data in (c) are so normalized to display both VMIN,RD and VMIN,WRT

results in the same graph. Results indicate good matching between the estimated values and
the measurement data.
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4.4 Read Current Measurements

To gauge the read performance of bitcells in functional SRAM arrays, the per-cell read

current (IREAD) is measured through the direct bit-line access scheme. Figure 4.34 plots the

measured σIREAD/µIREAD, from four separate 64kb SRAM sub-arrays at VDD = 1.1V , as a

function of 1/
√
W × L for three different SRAM bitcell designs with cell areas of 0.374 µm2,

0.299 µm2, and 0.252 µm2 - where W and L represent the nominal drawn width (WDRAWN)

and drawn LG (LDRAWN) of the pass-gate transistor for each bitcell design. According to

Pelgrom’s model [113], σV TH is inversely proportional to the square root of the transistor

channel area W × L - i.e. σV TH ∝ 1/
√
W × L. At VDD = 1.1V , IREAD is dominated by the

pass-gate transistor current [52] and has a nearly linear dependence on the VTH of the pass-

gate transistor, operating in the velocity saturation mode, and the pull-down transistor,

operating in the linear mode. Since each SRAM bitcell design offers a unique pass-gate

transistor size, the measured σIREAD/µIREAD should demonstrate an inverse proportionality

to the square root the pass-gate transistor channel area W × L in accordance to Pelgrom’s

model. It should be noted that while the 0.252 µm2 bitcell design has a smaller cell area, due

to a more aggressive scaling of the design rules, its pass-gate transistors are sized slightly

larger than the pass-gate transistors of the 0.299 µm2 bitcell design. Figure 4.34 indicates

that while the measured data for both the 0.374 µm2-0.299 µm2 pair and the 0.374 µm2-

0.252 µm2 pair exhibit an inverse proportionality, the measured data for the 0.299 µm2-

0.252 µm2 pair do not. This suggests that either the effective width (WEFF ) and the effective

LG (LEFF ) of the pass-gate transistors for the 0.252 µm2 bitcells are smaller than for the
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Figure 4.34: σIREAD/µIREAD, measured from four separate 64kb SRAM sub-arrays, as a
function of 1/

√
W × L for three different SRAM bitcell designs with cell areas of 0.374 µm2,

0.299 µm2, and 0.252 µm2.

0.299 µm2 bitcells23; or local random variations are dominated by other effects, such as line

edge roughness (LER) and gate oxide interface roughness [112] rather than by random dopant

fluctuation (RDF); or a combination of both.

Figure 4.35 presents the normal probability plot for IREAD measured at VDD = 1.1V ,

VDD = 0.7V , and VDD = 0.5V from a 64kb SRAM sub-array. As previously mentioned,

IREAD has a nearly linear dependence on the VTH of the pass-gate transistor and the pull-

down transistor at VDD = 1.1V . Consequently, the measured IREAD at VDD = 1.1V exhibits

good normality up to more than ±4σ [52]. As the supply voltage is dropped to 0.7V , the

pass-gate transistors of certain bitcells are no longer velocity saturated; simultaneously, the

pull-down transistors of a fraction of the bitcells in the sub-array enter the saturation mode,

due to a voltage rise at the ′0′ storage node coupled with the high transistor VTH in this

process. As a result, IREAD no longer is linearly dependent on the VTH of either the pass-gate

transistors or the pull-down transistors. Thus, the lower tail of the IREAD distribution at

23i.e. the difference between WDRAWN/LDRAWN and WEFF /LEFF is higher for the 0.252 µm2 bitcell,
possibly a result of its more aggressively scaled design rules.
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Figure 4.35: Normal probability plots for (a) IREAD measured at VDD = 1.1V and (b) IREAD

measured at VDD = 0.7V and VDD = 0.5V . The data in (b) is normalized to the mean of
IREAD measured at VDD = 1.1V .

0.7V exhibits a bending downwards and to the left (Figure 4.35b), indicating a left skewed

distribution. As the supply voltage is further reduced to 0.5V , the transistors within the

bitcells approach the weak inversion and/or the subthreshold regions of operation and the

IREAD distributions begin to show a log-normal shape.

Since the read performance of an SRAM array is limited by the slowest SRAM cell,

assuming an error-intolerant design with no ECC and/or redundancy to correct for errors

from a slow read, it is, therefore, valuable to model the worst-case bitcell IREAD over a

large number of arrays or even dies [5]. In addition, the modeling of the worst-case bitcell

IREAD over a large number of SRAM blocks sharing a common sense amplifier is important

for providing adequate timing margin before the activation the sense amplifier [7, 8]. To

model the worst-case value of a sample taken from a continuous Gaussian distribution - such

as IREAD, measured at VDD = 1.1V - Extreme Value Theory (EVT) [89] can be applied.

In particular, it has been shown [5] that the worst-case bitcell IREAD over a large number
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Figure 4.36: (a) The distribution density of the measured minimum IREAD over a 1kb SRAM
block showing a long tail to the left. (b) Gumbel probability plot for the lower tail of the
distribution for the measured minimum IREAD over a 1kb SRAM block.

of dies can be modeled using the Gumbel Distribution [62]. To verify this through silicon

measurements of the per-cell IREAD, 1kb SRAM blocks from a 256kb SRAM array (consisting

of four 64kb sub-arrays) are used as an example to represent a cell-group. The distribution

density of the measured minimum IREAD over each 1kb cell-group (which involves taking

the minimum of 2,048 data points - i.e. 2 measurements per bitcell) is presented in Figure

4.36a, showing a long tail to the left - illustrating a need for extreme order statistics. Figure

4.36b shows that the long tail in the minimum IREAD distribution fits nicely to a Gumbel

distribution.
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4.5 Impact of Systematic Variability on SRAM Cell

Stability

Through the large-scale characterization of SRAM stability in the functional SRAM

arrays, as well as the conventional characterization in the SRAM macros, several sources of

process-induced systematic variability are identified. First, the effects of a shallow trench

isolation (STI) induced stress on the bitcell stability, identified through measurements in

the SRAM macros with all-internal-node access, is described. Then, a systematic within-cell

mismatch, identified through measurements in the functional SRAM arrays, is described

and the impact of the SRAM cell orientation on its stability and performance is presented.

Finally, the impact of die-to-die (D2D) and wafter-to-wafer (W2W) variability on the SRAM

VMIN is summarized.

4.5.1 Effects of Shallow Trench Isolation (STI) Induced Stress on

SRAM Cell Stability

Figure 4.37a presents the layout view for a 20 × 40 SRAM array, with gate-poly in

the vertical direction, wired for all-internal-node access for conventional SRAM metrics and

transistor I-V characterization. Each array inside the SRAM test macro is separated from the

thick-oxide switch network by wide regions of shallow trench isolation (STI) on all four sides.

Figure 4.37b-c summarizes the impact of a STI-induced stress on the transistor performance

in this low-power 45nm process. Sub-atmospheric chemical vapor deposition (SACVD) oxide

is used in this process as STI gap-fill. Transistor channels in this process are oriented in the

135



Figure 4.37: (a) Layout view for a 20 × 40 SRAM array, with gate-poly in the vertical
direction, wired for all-internal-node access. Each array inside the test macro is surrounded
by wide regions of STI in all directions. (b) µ of the measured IDSAT for pull-down, pass-gate,
and pull-up transistors as a function of the distance from the edge of the array (normalized
to the average distance). (c) µ of the measured VTH,LIN for pull-down, pass-gate, and pull-up
transistors as a function of the distance from the edge of the array. (d) µ of RSNM and IW
as a function of the distance from the edge of the array. All measurements are taken from
SRAM macros via all-internal-node access.

<100> direction, making the PMOS transistors insensitive to stress while, at the same time,

enhancing the hole mobility. Due to the usage of SACVD oxide as the gap-fill, the trenches

exert a weak tensile strain on the NMOS transistors orthogonal (i.e. transverse) [139] to
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the direction of current flow, rather than a strong compressive strain [29,112]. Figure 4.37b

reveals a systematic decrease in the IDSAT of the NMOS pass-gate transistors and the NMOS

pull-down transistors away from the periphery of the SRAM array within each test macro,

while the IDSAT of the PMOS pull-up transistors remain unaffected - both agreeing with

the speculations. The average recorded drop in the NMOS IDSAT from the edge to the

center of the SRAM arrays is roughly 10%. In addition, Figure 4.37c indicates that the

VTH,LIN of both NMOS and PMOS transistors display no systematic dependence on their

positions within each array. This confirms an enhancement in the electron mobility of the

NMOS transistors due to the tensile strain induced by the large SACVD-filled STI regions

peripheral to each SRAM array within the test macro. The impact of this STI-induced

stress on the SRAM read stability and writeability is summarized in Figure 4.37d. Due

to a decrease in the NMOS transistor strength, while the PMOS transistor strength stays

unaffected, the bitcell RSNM increases away from the STI interface of the SRAM array,

whereas the IW drops. Due to a more direct impact of the NMOS-to-PMOS transistor ratio

on the writeability of the SRAM cell, the drop in IW from the edge to the center of the array

is roughly 15% whereas the rise in RSNM is just over 10%.

Figure 4.38 plots the measured SRRV, WWTV, and IREAD as a function of the row

and the column position within a 256 × 256 (64kb) functional SRAM sub-array. Although

significant systematic shifts in the SRAM RSNM and IW are observed in the SRAM macros

with all-internal-node access, no clear systematic drifts are recorded in SRRV, WWTV, and

IREAD measurements from the functional SRAM arrays as they are densely surrounded by

peripheral circuitry as well as dummy fills. Figure 4.38 indicate that all measured metrics

- SRRV, WWTV, and IREAD - vary, in a random fashion, with cell position within each
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Figure 4.38: Measured (a) SRRV, (b) WWTV, and (c) IREAD as a function of row and
column position within a 256× 256 (64kb) functional SRAM sub-array.

64kb SRAM array. This emphasizes, again, the importance of characterizing the stability of

SRAM cells in their natural environment.

4.5.2 Within-cell Mismatch and Cell Orientation

SRAM cells are typically mirrored both horizontally and vertically to maximize the

array density, yielding 4 different cell orientations, as illustrated in Figure 4.39a. In this
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Figure 4.39: (a) A 4-cell cluster in an SRAM array showing the 4 cell orientations; the storage
nodes of orientations C and D are reversed in the drawing for clarification. (b) Wafer map
identifying the measured chips. Measured (c) read disturb frequency, (d) µ of WWTV, and
(e) µ of IREAD for two test chips on the same wafer as a function of the cell storage node
and the cell orientation.

4-cell cluster, orientations A and D share the same layout, with reversed storage nodes;

likewise, orientations B and C share the same layout, with reversed storage nodes24. Figure

4.39c-e summarizes the effect of the within-cell mismatch and the cell orientation on SRAM

stability and performance. The measurement results from two test chips, scattered across the

same wafer, are highlighted. The locations of the test chips within the wafer are identified

24Storage nodes are labeled such that the CL and CH side of orientation A (B) have identical layouts as
the CL and CH side of orientation D (C).
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Figure 4.40: Layout cartoon of an SRAM cell showing the corner rounding of the PMOS
diffusions and the NMOS diffusions.

in Figure 4.39b. Since a high within-cell mismatch causes the more read-stable data polarity

to always be preserved, the large-scale read metric for that particular data polarity cannot

be extracted (Sections 2.3.1 and 4.2). Therefore, to more clearly show a difference in the

read stability, the frequency of read disturbance - measured as the fractional occurrence of

a data disturbance when either storage node (CL or CH) holds a ′0′, as a function of the

cell storage node and the cell orientation, is plotted in Figure 4.39c25. Figure 4.39d-e plots

the µ of the measured WWTV and IREAD as a function of the cell storage node and the cell

orientation - where the WWTV measurement for each storage node indicates the margin

measured when writing a ′1′ into that node, which initially holds a ′0′.

Measurement data reveal up to 4× difference in the read disturb frequency, ∼ 4%

shift in the measured µWWTV , and ∼ 8% shift in the measured µIREAD between the two

data polarties of the bitcell. This shift is consistent throughout the test chip, suggesting a

systematic mismatch between the two halves of the SRAM cell, which may be attributed to

25Here, a read disturbance is recorded for the storage node, initially holding a ′0′, to first toggle to a ′1′.
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a difference in the direction and the location of the notches in the NMOS and PMOS diffu-

sions of the two half-cell layouts. Additionally, the effects of poly-gate to active-source/drain

misalignment may also play a role. To see this more clearly, consider the layout cartoon in

Figure 4.40, overlaid with a drawing of the lithography contour for the NMOS and PMOS dif-

fusions, simulated using Calibre [28]. First notice that both the directions and the locations

of the notches in both the NMOS and PMOS diffusions are opposite for the two half-cells. In

addition, due to diffusion rounding [66], any misalignement between the poly-gate and the

active-source/drain can be manifested as a change in the transistor channel width [104,156].

For minimum geometry transistors used in SRAM cells, this may also result in a change

in the transistor VTH due to the reverse narrow width effect [152] - i.e. VTH decreases as

the channel width is reduced. The extent of the reverse narrow width effect depends on

the transistor channel width and is, therefore, different for each of the three transistors in a

half-cell. The net effect of this misalignment is different for each half-cell due to the differ-

ential placement of the transistors between the two half-cells - i.e. the pull-down transistor

for the bottom half-cell is placed on the left side of the pass-gate transistor, whereas, for

the top half-cell, the pull-down transistor is placed on the right side of the pass-gate transis-

tor. Since the misalignment shifts the poly-gate, relative to the active-source/drain, in the

same direction across each die, a systematic within-cell mismatch may result across the test

chip. As a result, diffusion-notch-free (DNF) SRAM cells [81,104,156], which limits the cell

β-ratio to 1 (or closed to 1, if a different LG is used for the pull-down transistor versus the

pass-gate transistor), have been proposed as an alternative. In addition, Figure 4.39c-e indi-

cate that the direction of the systematic within-cell mismatch can be the same or opposite

between two test chips taken from the same wafer - this is not surprising as the gate-poly
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to active-source/drain misalignment may be different for different dice on the same wafer.

The measurement data also indicates that the directions of the shifts in the read disturb

frequency, WWTV, and IREAD are correlated - i.e. a higher read disturb frequency (for a

storge node initially holding a ′0′) typically corresponds to a higher writeability (for writing

a ′1′ into that storage node) and a higher IREAD (when that storage node holds a ′0′).

As the SRAM cells are mirrored across the direction of the gate-poly (from orientation

A/D to orientation B/C), a slight alteration in the degree of the within-cell mismatch is

observed. This can also be attributed to a slight misalignment between the poly-gate and

the active-source/drain, which adjusts the channel widths differently for the same storage

side of neighboring bitcells. As the poly lines are shifted to the right or the left, both the

NMOS pull-down transistors and the NMOS pass-gate transistors on the same storage side of

the bitcell experience either a common increase or a common decrease in the channel width,

due to the diffusion rounding, depending on the cell orientation. As long as the degree of

poly-gate misalignment stays fairly uniform throughout the SRAM array, the fluctuations

in the cell β-ratio (i.e. the strength ratio of pull-down to pass-gate transistors) should be

small. Therefore, the observed alteration in the degree of within-cell mismatch (between

orientations A/D and orientations B/C) is the smallest for the read disturb frequency. This

alteration is slightly greater for IREAD, which has a more direct dependence on the pass-

gate transistor drive strength than the pull-down transistor drive strength. Since the PMOS

diffusion is narrower (due to a narrower channel width) than the NMOS diffusion (for either

the pass-gate or the pull-down transistor), the VTH of the pull-up transistor is expected to

vary more with the misalignment due to a stronger reverse narrow width effect. Therefore,

this alteration is most pronounced in the cell writeability, which directly depends on the

142



Figure 4.41: (a) Locations of the measured test chips on two different wafers. (b) Fail bit
count as a function of VDD during a static read operation, and (c) fail bit count as a function
of VDD during a static write operation, measured for 64kb SRAM sub-arrays on three test
chips from two different wafers.

strength of the PMOS pull-up transistor.

4.5.3 Die-to-Die (D2D) and Wafer-to-Wafer (W2W) Variability

To assess the impact of die-to-die (D2D) and wafer-to-wafer (W2W) variability on

the yield of functional SRAM arrays in this low-power 45nm process, the per-cell VMIN is

characterized for both the read and the write operations. Figure 4.41 plots the fail bit count

as a function of VDD for (static) read and write operations, measured for a 64kb SRAM sub-

array from three test chips, separately located on two different wafers. The locations of the

three test chips are identified in Figure 4.41a - chip1 and chip2 are scattered across wafer1

and chip3 shares the same location as chip1 on wafer2. The two wafers have a nominal 4nm

difference in the effective transistor channel length (LEFF ), corresponding to two different

process corners [112], where wafer1 represents the faster wafer. A 100mV word-line weak
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write is applied during the VMIN,WRTIE measurements for all three test chips. Results

indicate that, due to D2D variability, chip1 shows a 3% reduction in the write-fail-free VDD

and a 6% rise in the read-upset-free VDD compared to chip2. In addition, a notable W2W

systematic shift in the measured VMIN is also observed as chip3, on wafer2, displays a 5% rise

in the write-fail-free VDD and a 9% reduction in the read-upset-free VDD compared to chip1,

which is identically placed on wafer1. Notice that, in both cases, VMIN,RD and VMIN,WRT

shift in opposite directions. This is expected, as illustrated in Figure 4.17, because the read

stability and the writeability margins have opposite sensitivities to common-mode systematic

variations in the different transistor pairs.

4.6 Enhancement of SRAM Cell Stability using Assist

Circuits

While process-induced variability, as the name suggests, is rooted in the process tech-

nology, circuit techniques can offer a quick and relatively cheap solution compared to pro-

cess optimization, especially in a fast-paced semiconductor industry where first-to-market,

in many situations, makes a huge difference in the success of any given product. Although

these circuit techniques, often referred to as assist circuits [116], do not treat the problem at

its source and cannot reduce random variability caused by LER, gate oxide interface rough-

ness, and RDF - which increases with scaling as per 1/
√
W × L (i.e. Pelgrom’s model); they

can shift the circuit operating point such that the effects of variability are less constraining.

Therefore, these assist circuits, oftentimes, do not alter the shape of the measured noise
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Figure 4.42: Distribution densities of (a) measured read margins (using either SRRV or
WRRV) without RAC, and with BCV and SWL; and (b) measured write margins (using
WWTV) without WAC, and with CVD and NBL. Measurements are taken for 2k-samples
from a 64kb SRAM sub-array at VDD = 0.7V .

margin distributions26, but, rather, shift the distributions away from failure.

To assess the impact of assist circuits on the SRAM cell stability in this low-power

45nm process, two conventionally used read assist circuit (RAC) and two conventionally

used write assist circuit (WAC) schemes are applied to a 64kb SRAM sub-array. To enhance

the SRAM read stability, VCELL can be raised to increase the cell β-ratio by increasing the

gate overdrive of the pull-down transistor - this technique is referred to as the boosted cell

VDD (BCV) scheme [41, 156, 162] (Figure 4.43a). Alternatively, the VWL can be reduced

to decrease the gate overdrive of the pass-gate transistor (also increasing the cell β-ratio)

- this technique is referred to as the suppressed word-line (SWL) scheme [100, 104] (Figure

4.44a). To enhance the SRAM writeability, on the other hand, VCELL can be reduced [162]

to decrease gate overdrive of the pull-up transistor and, thus, increasing the cell α-ratio - this

technique is referred to as the cell VDD down (CVD) scheme (Figure 4.43a). Alternatively, the

26Assist schemes that change the substrate bias may increase or decrease the variance of the distributions
through the body effect, which has been shown to affect the degree of variability [97].
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bit-line voltage at the ′1′ storage side can be pulled below VSS to increase the gate overdrive

of the pass-gate transistor to also enhance the cell α-ratio - this technique is referred to as

the negative bit-line (NBL) scheme [100,125,144] (Figure 4.44a). A negative bit-line voltage

is preferred, rather than raising the word-line voltage, because it does not increase the word-

line stress for half-selected SRAM cells27. Figure 4.42 presents the distribution densities

of the measured read margins and write margins for 2k-samples of SRAM bitcells within a

64kb sub-array at VDD = 0.7V . The measurements are taken for three cases - (i) without

RAC/WAC, (ii) with a 100mV BCV/CVD, and (iii) with a 100mV SWL/NBL. For case (ii),

since BCV requires access to the VCELL terminal, SRRV cannot be characterized and WRRV

is used to gauge the read stability. Figure 4.42 shows that the distributions of both the read

and write margins are shifted to the right by activating the RAC/WAC, while the shapes of

the distributions remain essentially unchanged - indicating a mean shift in the distributions

with a constant variance28. Results also indicate that the NBL scheme more effectively

shifts the write margin distribution to the right than the CVD scheme. This is because

the NBL not only increases the gate-source overdrive (VGS) of the pass-gate transistor, but

also reduces its source-body bias (VSB), by pulling its source node below VSS. Therefore,

a forward body bias (FBB) is applied to reduce the VTH of the pass-gate transistor, and

thus further enhances the cell α-ratio. The efficacy of BCV versus SWL, however, cannot

be easily deciphered from Figure 4.42a because WRRV is used to gauge the read stability

when BCV is applied and SRRV is used to gauge the read stability when SWL is applied -

recall, from Section 4.2.3, that the µ/σ value shifts differently for SRRV and WRRV as the

27An SRAM cell is said to be half-selected if it is selected through the word-line row decoder but not
through the bit-line column decoder - e.g. when writing a neighboring cell in the same row.

28It should be noted that the N-well bias, VNW , is shorted to VCELL when activating both BCV and CVD
as to not increase the variability due to a reverse body bias (RBB).
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Figure 4.43: (a) Simplified schematic of the boosted cell VDD (BCV) and the cell VDD down
(CVD) scheme for read and write assist. (b) Fail bit count as a function of VDD during a read
operation, measured for the same 64kb SRAM sub-array with no read assist circuits (RAC)
and with a 100mV BCV. (b) Fail bit count as a function of VDD during a write operation
measured for the same 64kb SRAM sub-array with no write assist circuits (WAC) and with
a 100mV CVD.

SRAM read stability is enhanced.

To further assess efficacy of the different assist circuits, the per-cell VMIN is charac-

terized29. Figures 4.43b-c and 4.44b-c plot the fail bit count as a function of VDD for (static)

read and write operations, before and after applying a 100mV BCV/SWL and a 100mV

CVD/NBL. Measurements indicate that a 100mV BCV and a 100mV SWL achieve similar

VMIN,RD enhancements - 25% and 24%, respectively. On the other hand, a 100mV NBL

achieves slightly better VMIN,WRT enhancements than a 100mV CVD - 30% versus 26% -

and is in agreement with Figure 4.42b.

When selecting between the different RAC and WAC options, however, it is not

sufficient to only compare their efficacy in terms of VMIN enhancement. For instance, while

29Note that all VMIN,WRT measurements are performed with a 100mV word-line weak write.
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Figure 4.44: (a) Simplified schematic of the suppressed word-line (SWL) and the negative
bit-line (NBL) scheme for read and write assist. (b) Fail bit count as a function of VDD

during a read operation measured for the same 64kb SRAM sub-array with no read assist
circuits (RAC) and with a 100mV SWL. (b) Fail bit count as a function of VDD during a
write operation measured for the same 64kb SRAM sub-array with no write assist circuits
(WAC) and with a 100mV NBL.

both BCV and SWL are shown to achieve similar VMIN,RD enhancements, application of

the SWL scheme may negatively impact the read access performance due to a degraded

VGS of the pass-gate transistor during the read cycle. Similarly, although NBL is shown

to achieve better VMIN,WRT enhancements than CVD, a small positive VGS is applied for

all un-accessed SRAM cells in the same column when NBL is activated, which may lead

to increased bit-line leakage current during write cycles. In addition, CVD can be easily

integrated with BCV to simultaneously enhance the SRAM read stability and writeability

- by boosting the cell supply during the read cycle and suppressing the cell supply during

the write cycle - for SRAM cells utilizing the thin-cell topology with column-based supply

routing (Figure 4.45) [162]. On the other hand, the NBL technique can remain effective

for writeability enhancement of dual-port SRAM, whereas CVD has compatibility issues
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Figure 4.45: Circuit diagram for a column based biasing scheme, implemented in [162], to
independently achieve high read stability and writeability.

with dual-port SRAM because it degrades the read stability of a simultaneously accessed

cell from the same column [100, 144]. Furthermore, scalability issues may also need to be

considered - since both NBL and BCV increase the voltage across the transistor gate oxide30,

their scalability may be limited due to a reduction in the maximum tolerable voltage across

the gate oxide as its thickness scales down. Lastly, other issues may also include the area

penalty and the design complexity of each scheme - perhaps the bitcell can be designed to

favor either read stability or writeability, with the weaker of the two enhanced by a single

assist circuit; etc. Therefore, it is important to carefully consider each aspect of the assist

circuits, in addition to its efficacy in VMIN enhancement, when selecting the best-fit scheme

for a specific design or application.

30While NBL increases the voltage across the gate oxide of the pass-gate transistor, BCV increases the
voltage across the gate oxide of the pull-up transistor.
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4.7 Summary

This chapter presents the measurement results for both the conventional and the large-

scale SRAM design metrics from a strained-Si low-power 45nm CMOS test chip. The large-

scale characterization of SRAM variability is attractive for early stages of SRAM development

due to its ability to capture massive statistical data at a very low design and area overhead,

compared to the conventional method. In addition, with the large-scale characterization

method, a direct correlation between the measured read/write margins and the per-cell VMIN

is established. Due to the excellent agreement between the measured read/write margins and

the per-cell VMIN near the regions of read stability/writeability failure, quick and accurate

VMIN estimation using the measured large-scale read/write metrics - in particular, SRRV

and WWTV - is possible.

While methods using mixture importance sampling (IS) and Extreme Value Theory

(EVT) can provide very fast estimation of the SRAM VMIN , they cannot be easily applied

using measured results and their accuracy is heavily dependent on the transistor models.

Therefore, a method to estimate the SRAM VMIN using a statistical transformation of the

PDF s of the read/write margins is presented, where a general and exact model for the PDF

of the minimum noise margin is described. This method is first examined against a 100k-

sample MC simulation and then verified through measurements in a 64kb SRAM sub-array.

While Section 4.2.3 suggests that the µ/σ value is metric dependent and raises the question

of the suitability of using µ and σ for VMIN estimation, the silicon validation of the estimated

VMIN,RD and VMIN,WRT in Section 4.3.2 indicate that accurate VMIN estimation is possible

when using the right read/write metrics. In particular, metrics, whose µ and σ values can be
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accurately fitted, using a relatively low-order polynomial, over a wide range of VDD values,

are shown to be good candidates for estimating VMIN .

Several sources of systematic variability and their impacts on the SRAM cell stability

are studied. In particular, a systematic shift in the SRAM read/write margins, due to a

STI-induced stress, is found in the measurements taken from the SRAM test macros with

all-internal-node access. This effect is not observed in the large-scale measurements taken

from the functional SRAM arrays and, therefore, further emphasizes the importance of

characterizing the stability of SRAM cells in their natural environment. A systematic within-

cell mismatch is identified using large-scale characterization of functional SRAM arrays. This

mismatch can be attributed to a rounding effect near the notches in the NMOS and PMOS

diffusions, which, couple with a slight gate-poly to active-source/drain misalignment, results

in a systematic variability in the VTH of all six transistors due to the reverse narrow width

effect. To combat this, diffusion-notch-free (DNF) SRAM cells have been recently proposed

in literature. Finally, the impact of several conventionally used read and write assist circuits

on the SRAM cell stability is examined through measurements - achieving ∼ 24%-30%

improvement in the SRAM VMIN,RD/VMIN,WRT .
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Chapter 5

Robust SRAM Design using FinFETs

5.1 Introduction

Scaling of the classical bulk-Si MOSFET structure down into the sub-20nm regime

presents several key challenges. The control of short channel effects (SCE) requires heavy

channel doping (> 1018cm−3) and heavy super-halo implants to suppress sub-surface leakage

currents. Consequently, carrier mobilities are severely degraded due to impurity scattering

and a high transverse electric field in the on-state. Furthermore, the increased depletion

charge density leads to a larger depletion capacitance and, hence, a larger subthreshold slope.

Thus, for a given off-state leakage specification, the on-state drive current is degraded. In

addition, the off-state leakage current is enhanced due to band-to-band tunneling (BTBT)

between the body and the drain.

While these challenges impose a direct restriction on the performance versus power

optimization of memory (and logic) circuits, the ultimate limitation on the scaling of bulk-Si

based SRAM will be determined by the yield. In particular, the SRAM read stability has
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Table 5.1: Expected RDF-induced VTH variation, expressed as a percent of the 90nm node
value (for W/L = 2), following the ITRS scaling specifications.

Node 65nm 45nm 32nm 22nm

σV TH 149% 211% 294% 426%
(% of 90nm node)

been demonstrated [22,32,136] to have a high sensitivity to the random VTH mismatch in its

transistors - especially in the pull-down transistors (Figure 4.17a). While the SRAM write-

ability is shown [32] to have the highest sensitivity to common-mode systematic variations

in the pass-gate transistor VTH , it also exhibits a significant sensitivity to the random VTH

mismatch in the pass-gate and the pull-up transistors (Figure 4.17b). Among the various

sources of device parameter variability, random dopant fluctuation (RDF) dominates as the

primary supplier of σV TH [9,135] in planar bulk-Si and partially-depleted silicon-on-insulator

(PD-SOI) MOSFETs and will continue to do so, at least, until LG < 20nm [10]. Table 5.1 [31]

summarizes the predicted increase in σV TH due to RDF (whose magnitude is inversely pro-

portional to the channel area [113]), down to the 22nm technology node, following the scaling

specifications from the International Technology Roadmap for Semiconductors (ITRS) [73].

To maintain yield in the presence of increased σV TH , the traditional 6-T SRAM cell

has been scaled at a slower pace, since larger channel areas make the bitcell more immune

to variations; this has been a dominant approach in the 65nm and the 45nm technology

nodes. Recently, bitcell designs implemented with extra (i.e. more than six) transistors

have been proposed to enhance the cell margins. The most prevalent alternative to the 6-T

SRAM bitcell is the 8-T dual-port SRAM bitcell (Figure 5.1a) [37], which employs two extra

transistors (N1 and N2), incurring a ∼ 30% area penalty (compared to a 6-T bitcell with a

β-ratio of 2), to form a separate read path. Since the storage node (CL) is accessed through
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a high impedance node (i.e. gate of N1) during the read operation, no read stress is exerted

on the SRAM cell. However, half-selected cells continue to suffer from an unintentional

read stress during the write cycle; therefore, this bitcell design necessitates the update of

an entire row during each write operation - either limiting the row width to be a single

word or requiring a read-modify-write configuration [38]. To address the half-select issue,

a 10-T dual-port cross-point SRAM bitcell is implemented (Figure 5.1b) [35]. This bitcell

has the capability of accessing a single cell, with a separate row word-line and a column

word-line, and, therefore, do not suffer from half-select and has reduced leakage during the

read- and write-cycles. It also has the advantage (compared to the 8-T dual-port bitcell) of a

differential read. However, each write access is performed through a series of two pass-gates

- N2 and N3. Additionally, a 100% area penalty is incurred, compared to the 6-T bitcell -

equivalent to backtracking one full technology node (in terms of density). To be fair, both

the 8-T dual-port bitcell and the 10-T dual-port cross-point bitcell are shown to function

at supply voltages unachievable using the 6-T design and may also benefit from a better

scalability. In addition, they allow simultaneous read-and write-access, and, therefore, may

have more applications than the traditional 6-T bitcell. More recently, an 8-T single-port

cross-point bitcell is also implemented (Figure 5.1c) [154] to address the half-select issue

without incurring the extra area penalty of the 10-T design. While all these cell designs

(including the 6-T bitcell with larger transistors) are able to offer improved yield, they all

suffer from increased cell areas, which undermine the fundamental objective of technology

scaling - to increase density. Alternatively, assist techniques [41,100,104,116,125,144,156,162]

have been implemented to widen the SRAM design margins by shifting the SRAM operating

point away from failure - as discussed in Section 4.6. These assist circuits aim to increase
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Figure 5.1: Schematic of a (a) 8-T dual-port SRAM bitcell, (b) 10-T dual-port cross-point
SRAM bitcell, and (c) 8-T single-port cross-point SRAM bitcell.

the array robustness of smaller bitcell designs, but inevitably degrade the array efficiency

and, thus, the array density. Furthermore, all these techniques are designed, not to address

the source of the problem (i.e. increased σV TH), but rather, as an attempt to hide its effects.

To combat the increasing σV TH in planar bulk-Si (and PD-SOI) MOSFETs, tech-

niques for adaptive body biasing (ABB) have been implemented [142] to reduce the fre-

quency and leakage variations in logic and, more recently [94], to reduce parametric failures

in SRAM. In [94], two bias levels are generated to allow three different body bias voltages -

−500mV , 0V , and +500mV . A single body bias is then selectively applied, based on leak-

age monitoring, to all SRAM arrays in each test chip, via large PMOS bypass transistors,

to combat die-to-die (D2D) VTH shifts. The area penalty of the PMOS bypass transistors is

reported to be ∼ 5%, in addition to the area required for leakage monitoring and bias gener-

ation, which is not reported. This technique can be adopted to combat systematic within-die

(WID) VTH shifts by segmenting the SRAM array into smaller blocks sharing common well

potentials. In addition, the resolution of VTH adjustments can be enhanced with more body

bias levels. However, the area penalty of this technique increases with both the number of
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bias levels and the number of shared wells. In addition, although these schemes have been

shown to effectively reduce the impact of D2D (and WID [142]) systematic variability, ran-

dom VTH mismatch continues to limit the scaling of memory arrays. Furthermore, the range

of VTH tuning, using body bias, is shown [79] to decrease with bulk-Si CMOS scaling, and,

therefore, limits the scalability of ABB. Ultimately, maintaining tight control of VTH will re-

quire a device architecture in which VTH is determined by parameters with lower variability

- i.e. physical channel dimensions and the gate work function. Fully-depleted SOI (FD-

SOI), FinFET, triple-gate, and gate-all-around devices using light channel doping have all

been proposed to reduce σV TH and thereby enable continued scaling of CMOS, particularly

memory, circuits.

In this chapter, FinFET based SRAM bitcells [30, 31, 63, 75, 103] are investigated as

an alternative for nanoscale memory design. The advantages of the FinFET technology for

SRAM design is summarized in Section 5.2. In addition, the methodology used to assess the

different designs is described. Section 5.3 explores several FinFET based 6-T bitcell designs,

including a dynamic pass-gate feedback (PGFB) architecture, first introduced in [63]. The

design of a robust 4-T SRAM cell using FinFETs is described in Section 5.4. Finally, the

results are summarized in Section 5.5.
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5.2 FinFET Technology for SRAM Design

5.2.1 Advantages of the FinFET Technology

To overcome the scaling limitations imposed by bulk-Si (and PD-SOI) MOSFETs,

recent studies have focused on advanced MOSFET structures such as the fully-depleted SOI

(FD-SOI), where the depletion region extends throughout the entire thickness of the channel

layer. These structures enable more aggressive transistor scaling due to a more effective con-

trol of SCE by utilizing a very thin body. Scaled FD-SOI MOSFETs can eliminate the need

for channel dopants, resulting in lower transverse electric field in the on-state and negligible

impurity scattering; hence higher carrier mobilities. In addition, devices with undoped chan-

nels have negligible depletion charge and capacitance, yielding a steep subthreshold slope. A

reduced drain-to-body capacitance also enables higher circuit performance while consuming

less dynamic power; in memory design, this translates to a reduction in the bit-line capacitive

loading. Most importantly, the absence of channel dopants minimizes the VTH variations due

to RDF and thereby reduces σV TH . It has been reported [157] that SRAM cells constructed

using thin-body FD-SOI devices can achieve improved stability. The planar structure of

FD-SOI MOSFETs can also achieve a wide and continuous range of transistor widths, en-

abling optimal β- and α-ratios in SRAM design. Additionally, existing bulk-Si designs can

be adopted in the FD-SOI technology with less design effort compared to non-planar MOS-

FET structures. However, the scalability of FD-SOI is limited as silicon films thickness of

approximately TSi < LG/4 have been shown to be necessary for good short channel behavior

down to LG = 18nm [39]. In addition, channel thicknesses of less than 5nm are expected to

suffer from quantum confinement effects [57], resulting in degraded on-currents and increased
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Figure 5.2: (a) Cross-sectional schematic of the FinFET structure. The gates of the FinFET
can either (b) swing together in double-gated (DG) operation or (c) swing independently in
independently-gated (IG) operation.

VTH sensitivities to TSi variations. As a result, the scaling of FD-SOI beyond the 22nm node

will be difficult.

More recently, the FinFET structure, graphically illustrated in Figure 5.2, has been

developed [69] as an alternative to further improve scalability. The FinFET structure uti-

lizes a vertical Si fin (rather than a planar Si surface) as the channel/body, which can be

manufactured with conventional lithography and etching processes. The gate electrode of

the FinFET straddles the fin (Figure 5.2b). The fin width is the effective body thickness,

and the fin height is the effective channel width. In the on-state, current flows between the

source and the drain along the gated sidewall surfaces of the Si fin. The FinFET structure

can achieve similar improvements (as FD-SOI) in carrier mobility and subthreshold slope

when an undoped channel is used. Similar to the FD-SOI MOSFET structure, the VTH of

FinFETs is determined by the silicon thickness and the gate work function. Therefore, it

shares the same benefit of eliminating RDF-induced VTH variations. In addition, both the

depletion and the junction capacitances are effectively eliminated, thus reducing the bit-line
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capacitive loading. Due to the double-gate structure, FinFETs have been shown to achieve

good short channel behavior with a relaxed body thickness requirement of TSi < 2LG/3 [13].

Although low VTH values can be difficult to achieve simultaneously for both NMOS and

PMOS FinFETs in logic circuits, a single gate material with a mid-gap work function can

achieve symmetric high VTH values for both NMOS and PMOS FinFETs in low-leakage ap-

plications, such as SRAM. A unique advantage of the FinFET structure is that the gates on

either side of the fin can be electrically isolated to allow for independent operation, by selec-

tively removing the gate material in the region directly on top of the fin (Figure 5.2c) [88]. In

double-gated (DG) operating mode, the two gates are electrically shorted to switch the Fin-

FET ON/OFF; whereas in independently-gated (IG) operating mode, the front-gate (FG)

can be used to switch the FinFET ON/OFF while the back-gate (BG) can be used to adjust

its VTH . The IG operation offers dynamic performance tunability which can be leveraged

to improve stability trade-offs in SRAM design [26, 30, 31, 63, 74, 82]. The FinFET struc-

ture, therefore, presents a promising device architecture for continued SRAM scaling due

to its robust VTH control and the opportunity for better stability trade-offs through the IG

operation.

5.2.2 Methodology

Mixed-mode device simulation [138] using the drift-diffusion model for carrier trans-

port and the density gradient model to account for quantum-mechanical effects in nanoscale

MOSFETs is employed to simulate the DC transfer characteristics of SRAM cells under

different biasing conditions. Because the high-field transient velocity overshoot effects are
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Table 5.2: Transistor parameters used for Taurus simulations.

Parameter FinFET Bulk-Si
LG (nm) 22 22
LSD (nm) 24 24

TOX (Ȧ) 11 11
TSi (nm) 15 −
VDD (V ) 1.0 1.0

Channel Doping, NBODY (cm−3) 1016 4× 1018

HFIN (nm) 30 −
S/D Doping Gradient (nm/dec) 4 4

ignored, the drain current values may be underestimated. However, the trends and differ-

ences between device technologies and their impact on SRAM read/write margins should

still be valid because they depend on the relative strengths of two transistors and not their

absolute ION . While the simulated access times may deviate from actual values due to errors

in estimating the ION together with unknown interconnect properties, they are expected to

accurately illustrate relative performance. It is expected that the effect of parasitic resis-

tances and capacitances will limit circuit performance in deeply scaled CMOS technologies.

Series resistance and extrinsic contact resistance are included in this study, which lessens

the improvements associated with the intrinsic device structure.

The FinFET structure used in this study is graphically illustrated in Figure 5.2. The

key design parameters for both planar bulk-Si MOSFETs and FinFETs are summarized

in Table 5.2. LSD and TSi are optimized for the FinFET (consistent with the thickness

requirement for good short channel behavior); TOX and source/drain doping gradient are

estimated from scaling trends. Because completely undoped silicon substrates are expensive

and challenging to obtain, a low yet realistic channel doping of 1016cm−3 is assumed for

the FinFET. The FinFETs in this study are chosen to be symmetric, with identical oxide
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Table 5.3: 45nm node general logic design rules used for SRAM bitcell layouts.

Design Rules Line / Space (nm)
Active 50 / 70
Poly 50 / 70

Contact 60 / 70
Metal1 60 / 60
Via1 60 / 60
M-x 70 / 70

Via-x 65 / 75

Design Rules Extension / Space (nm)
Poly - Related Active 80 / 50

Poly - Unrelated Active − / 25

thicknesses and gate work functions for the front- and back-gates - this is motivated by the

relatively high process complexity associated with asymmetric FinFETs, requiring either

precise lithographic alignment (less than TSi/2) or tilted implantations, which may become

even more challenging due to the high aspect ratios of tall and densely packed fins. FinFETs

fabricated on a standard (100) wafer have channels on the fin-sidewalls that are oriented along

(110) planes, for standard layouts. To capture the effect of fin-sidewall surface orientation on

FinFET performance, the carrier mobilities in Taurus [138] are calibrated using experimental

data for the (110) surface [159].

To study the layout implications of various bitcell designs, 45nm node logic design

rules, generated as a linearly scaled version of the 90nm node design rules for general logic,

are summarized in Table 5.3. Because the design rules for general logic are more conservative

than the typical SRAM design rules, the presented cell areas are larger than predicted by the

roadmap; but they should indicate the relative compactness of different designs. Therefore,

the cell areas are expressed as a multiple of F 2, where F denotes the M1 half-pitch and the

multiple represents the SRAM cell area factor - as used in [73].
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Figure 5.3: (a) Thin-cell layout for a conventional 6-T bulk-Si based SRAM cell with β-ratio
= 1.5. The dark outline indicates the area of one memory cell. (b) Read butterfly-curves
for a conventional 6-T bulk-Si based SRAM cell with β-ratio = 1.5 and β-ratio = 2.0. (c)
Impact of cell β-ratio on the cell read- and write-margins (RSNM is used as the read metric
and BWTV is used as the write metric). β-ratio is adjusted in (b) and (c) by changing the
channel widths of the pull-down transistors.

5.3 6-T FinFET based SRAM design

5.3.1 Conventional Bulk-Si Based 6-T SRAM Cell

The thin-cell layout (up to the M1 via) for a conventional 6-T bulk-Si based SRAM

cell with β-ratio = 1.51 is presented in Figure 5.3a. The dark outline indicates the memory

cell boundary. It is important to note that the compactness of the bulk-Si based SRAM cell

is significantly limited by the spacing requirement for the N-well and the two extra contacts

1β-ratio in this chapter denotes the size-ratio between the transistors, rather than the absolute strength
ratio.
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required on each side of the bitcell to contact the P- and N-type diffusions.

Cell β-ratio is leveraged, by adjusting either the channel widths of the pull-down

transistors or the LG of the pass-gate transistors, to set the cell read stability margin. High-

VTH transistors are used to suppress cell leakage and enhance the cell read stability. Further

increase in VTH of the bulk-Si transistors may not translate to lower leakage due to band-to-

band tunneling (BTBT). Figure 5.3b presents the butterfly-curves for bulk-Si based bitcells

with β-ratios of 1.5 and 2, through the adjustment of the pull-down transistor channel width

- β-ratio = 1.5 yields a 6-T bitcell with RSNM= 135mV and a cell area of approximately

229F 2.

While increasing the channel widths of the pull-down transistors enhances the read

stability, the writeability is compromised due to a reduction in the inverter trip point. In-

creasing the LG of the pass-gate transistors can achieve similar enhancements in the read

stability; however, both writeability and IREAD are compromised. Figure 5.3c summarizes

the impact of channel width adjustments in the pull-down transistors on the cell read margin

- RSNM - and the cell write margin - BWTV (Section 2.3.3).

5.3.2 Conventional Double-Gated (DG) FinFET 6-T SRAM Cell

Several FinFET based SRAM cell architectures are explored to demonstrate the flexi-

bility of designing SRAM using FinFETs. The conventional double-gated (DG) design is first

presented. Figure 5.4 illustrates the thin-cell layout for a conventional DG FinFET based

6-T SRAM cell with β-ratio = 1. It should be noted that FinFET based SRAM bitcells

will generally achieve denser layouts than similarly sized bulk-Si SRAM cells, because they
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Figure 5.4: Thin-cell layout for a conventional double-gated (DG) FinFET based 6-T SRAM
cell with β-ratio = 1. The dark outline indicates the area of one memory cell.

Figure 5.5: Thin-cell layout for a conventional double-gated (DG) FinFET based 6-T SRAM
cell with (a) 2 fins in the pull-down transistors and (b) LG,pass−gate = 2× LG,pull−down. The
dark outline indicates the area of one memory cell.

can avoid the P- to N-well spacing rules and two contacts within the cell can be eliminated

by directly connecting the NMOS and PMOS drains. A conservative source/drain contact

scheme, using large landing pads, is assumed in this study. Elimination of the source/drain

landing pads (e.g. by using local interconnects) can improve the FinFET layout efficiency,

but also increases the parasitic capacitance [124].

Similar to the bulk-Si based design, the read stability of the DG 6-T bitcell can

be enhanced by up-sizing the pull-down transistors or increasing the LG of the pass-gate
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Figure 5.6: Read butterfly-curves for a conventional DG FinFET based 6-T SRAM cell with
(a) 1 fin and 2 fins in the pull-down transistors, and (b) LG = 22nm and LG = 44nm for
the pass-gate transistors. (c) Impact of cell β-ratio, determined by the number of pull-down
transistor fins, on the cell read- and write-margins (RSNM is used as the read metric and
BWTV is used as the write metric).

transistors. Since the channel widths of FinFETs are determined by the number of fins, only

discrete sizing is available [103] - however, a pitch-halving technique, using spacer lithography

[40], can significantly reduce the layout penalty of multi-fin transistors. Increasing the pass-

gate transistor LG has less impact on cell area but increases the word-line capacitance and

also negatively impacts IREAD, resulting in slower access time. The thin-cell layouts for DG

6-T bitcells with 2 fins on each pull-down transistor and with longer LG for each access

transistor are shown in Figure 5.5. Fabricated FinFET SRAM cells based on these layouts

have been previously reported [18].

Figure 5.6a-b presents the butterfly-curves for the DG 6-T bitcell with β-ratios of

1 and 2. With a RSNM of 175mV at a cell area of approximately 177F 2, the FinFET

based bitcell with single-fin pull-down transistors achieves a 30% improvement in RSNM, at

VDD = 1V , and a more compact cell layout, as compared to its bulk-Si based counterpart

with β-ratio = 1.5. A 37% further improvement in the RSNM, with a 17% area penalty,
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can be achieved by adding 1 extra fin to each pull-down transistor (with no pitch-halving

technique). Alternatively, a 23% improvement in the RSNM can be achieved, with an 8%

hit in the cell area, by doubling the LG of the pass-gate transistors. High-VTH transistors

are implemented in the FinFET designs, to suppress cell leakage and enhance the cell read

stability, by utilizing a gate material with a 4.75eV work function for both the NMOS and

PMOS. Using a single gate material also improves manufacturability since it is challenging

to implement different gate work functions (Φm) for closely spaced p-channel and n-channel

fins - the high aspect ratio of the FinFETs makes it difficult to selectively tune Φm along

the sidewalls of the fins, e.g. by masked ion implantation.

When the cell β-ratio is increased, either by adding fins to the pull-down transistors

or increasing the LG of the pass-gate transistors, the cell writeability degrades - either due to

a reduction in the inverter trip point or a decrease in the pass-gate strength. The trade-off

between the cell read- and write-margins as a function of the number of fins on the pull-down

transistors is presented in Figure 5.6c.

5.3.3 Double-Gated (DG) FinFET 6-T SRAM Cell with Fin-Rot-

ation

It is known that the electron mobility along (100) planes is higher than along (110).

Therefore, the effective cell β-ratio, and thus the cell read stability, can be enhanced by

rotating the NMOS pull-down transistors to have channel surface along the (100) plane.

Unlike the planar bulk-Si based designs, FinFET based designs with channel surfaces both

along (110) and (100) planes can be easily fabricated by rotating the (110) fins by 45◦ for the
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Figure 5.7: (a) Thin-cell layout for a DG FinFET based 6-T SRAM cell with fin-rotation
to increase the effective cell β-ratio. The outline indicates the area of one memory cell. (b)
Read butterfly-curves for a DG FinFET based 6-T SRAM cell with fin-rotation, showing
improved RSNM.

(100) orientation [36, 63]. As a tradeoff, printing rotated fins may be lithographically more

challenging and may result in enhanced process variability. The layout of a DG 6-T SRAM

cell with fin-rotation and the corresponding RSNM enhancement are shown in Figure 5.7.

By rotating the fins of the pull-down transistors by 45◦, a 14% improvement in the RSNM,

at VDD = 1V , can be achieved with a 14% area penalty. Fabricated FinFET SRAM cells

based on this design have been previously reported [18].

5.3.4 Independently-Gated (IG) FinFET 6-T SRAM Cell with

Dynamic Pass-Gate Feedback

Whereas adaptive body biasing becomes less effective with bulk-Si MOSFET scaling

[79], back-gate (BG) biasing of a thin-body MOSFET remains effective for dynamic control

of VTH with transistor scaling, and can provide improved control of short-channel effects

as well [72]. The strong BG effect in FinFETs can thus be leveraged to optimize SRAM
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Figure 5.8: (a) Schematic for an IG FinFET based 6-T SRAM cell with dynamic PGFB.
(b) Read butterfly-curves for an IG FinFET based 6-T SRAM cell with dynamic PGFB,
showing significantly improved RSNM. (c) Thin-cell layout for an IG FinFET based 6-T
SRAM cell with dynamic PGFB, indicating zero area penalty compared to the conventional
DG 6-T design. The dark outline indicates the area of one memory cell. Note the use of
BG-FinFET NMOS pass-gate transistors involves gate separation, as indicated in the layout
by the dark region over their fins.

stability through a dynamic adjustment of the effective cell β-ratio.

Figure 5.8a presents the schematic of an independently-gated (IG) FinFET based

6-T SRAM cell with dynamic pass-gate feedback (PGFB) [30, 31, 63]. The storage nodes

are connected to the BG of the pass-gate transistors to selectively decrease their current

drive, and thus increasing the effective cell β-ratio - i.e. the logic ′0′, stored in node CL,

biases the BG of pass-gate transistor NAXL; thereby decreasing its strength relative to the

pull-down transistor NL. Because the cell retains its state during a read operation or a
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half-select condition, the higher β-ratio is maintained throughout the access, and the read

static noise margin is enhanced. Figure 5.8b indicates a 71% improvement in RSNM over

the conventional DG 6-T design with identical Φm at VDD = 1V . During a write operation,

the logical ′1′, stored in node CH, biases the BG of the pass-gate transistor and helps it to

discharge the storage node until the cell state flips. Therefore, although the current drive

of a BG-conected pass-gate transistor is expected to be lower than that of a DG-connected

pass-gate transistor, the writeability of the IG PGFB 6-T bitcell does not degrade much over

the DG 6-T design. In addition, the IG PGFB 6-T SRAM bitcell also benefits from improved

soft-error reliability, due to the increased storage node capacitance. Furthermore, this simple

BG connection can be made, by extending the gate-poly of the pass-gate transistor to the

gate contact of the inverter-pair (Figure 5.8c), without incurring any area penalty over the

conventional DG 6-T design - in fact, a 2% reduction is achieved due to the elimination of the

80nm gate-poly extension beyond the active region (fin), as required by the DG-connected

pass-gate transistor, yielding a cell area of only 173F 2.

Iso-writeability comparison of RSNM [31] between the conventional DG 6-T bitcell

and the IG PGFB 6-T bitcell is presented in Figure 5.9a. Φm tuning is used on the conven-

tional DG 6-T design to match the writeability of the IG PGFB 6-T design at each point

over a wide VDD range (0.4V − 1.0V ). Results indicate significantly higher read stability, by

∼ 20% (in RSNM), for the IG PGFB 6-T design at VDD > 0.4. At VDD ≤ 0.4V , the higher

Φm used for the DG 6-T design offsets the RSNM improvement of the dynamic PGFB.

Nevertheless, Figure 5.9a indicates an improved read/write margin tradeoff for using the

dynamic PGFB over Φm tuning. It should be noted here that the successful fabrication and

measurement of an IG PGFB 6-T bitcell, based on this design, has been reported in [48].
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Figure 5.9: (a) Iso-writeability comparison of RSNM and (b) iso-RSNM comparison of
IREAD, over a wide range of VDD, between the conventional DG 6-T bitcell and the IG
PGFB 6-T bitcell. Writeability and read stability are equalized at each supply voltage,
between the two designs, using Φm tuning.

Since the dynamic PGFB aims to reduce the pass-gate transistor strength at the

′0′ storage side, the cell IREAD is inevitably degraded. This presents a fundamental trade-

off, to a certain extent, since a higher IREAD increases the charge (Q) to reverse the cell

state. However, Figure 5.9b indicates that the degradation in IREAD is small, less than

∼ 15%, when compared to a conventional DG 6-T design with matched RSNM up to VDD =

0.8V 2 [31]. This is because the lower Φm, in the IG PGFB 6-T design, reduces the VTH of

NMOS transistors and increases their current drive. In addition, the ′0′ storage node, in

the IG PGFB 6-T design, stays closer to VSS than the conventional DG 6-T design (Figure

5.8b); thus giving the BG-connected pass-gate transistor a higher gate-source overdrive.

Furthermore, the read access time consists of two delay components - the word-line drive

and the bit-line discharge. While the bit-line discharge is a function of the cell IREAD, the

word-line drive depends on the word-line resistance and capacitance. Since only the front-

2Iso-RSNM comparisons of IREAD are not estabilished beyond 0.8V as Φm tuning of the conventional
DG 6-T design cannot achieve the same RSNM as the IG PGFB 6-T design for VDD > 0.8V .
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Figure 5.10: RSNM and IREAD, of an IG 6-T SRAM bitcell with dynamic PGFB, as a
function of Φm. The values of IREAD are normalized to that of a conventional DG 6-T
design with Φm = 4.75eV .

gate (FG) of each pass-gate transistor is driven by the word-line, the word-line capacitance

is lower for the IG PGFB 6-T design; thus reducing the word-line drive component of the

read access delay.

If a better read performance is desired, Φm tuning can be used for the IG PGFB 6-T

design to increase IREAD while still maintaining a high level of read stability. Figure 5.10

summarizes the impact of Φm tuning on the read stability and IREAD of an IG PGFB 6-T

SRAM bitcell. As illustrated, with Φm = 4.65eV , IREAD of the IG PGFB 6-T design can

be made approximately equal to the conventional DG 6-T design, while still maintaining a

> 250mV RSNM. In addition, the writeability of the IG PGFB 6-T design also improves

with a lower Φm - due to an increased PMOS VTH and a decreased NMOS VTH . Figure 5.11a

illustrates the impact of Φm tuning on the read stability and the writeability of an IG PGFB

6-T SRAM bitcell. With Φm = 4.65eV , a ∼ 250mV BWTV can be achieved simultaneously

with a > 250mV RSNM and a similar IREAD as the DG 6-T design (with Φm = 4.75eV ).

Alternatively, a column-based biasing technique (Section 4.6) [162] can be employed
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Figure 5.11: (a) RSNM and BWTV, of an IG 6-T SRAM bitcell with dynamic PGFB, as a
function of Φm. (b) HSNM and BWTV, of an IG 6-T SRAM bitcell with dynamic PGFB,
as a function of VCELL.

to independently enhance SRAM read stability and writeability using optimized cell supply

voltages (VCELL). Using this technique, the contention between read stability and writeabil-

ity can be replaced by a trade-off between standby stability and writeability, which offers a

much bigger window for optimization. Figure 5.11b summarizes the writeability enhance-

ments, for an IG PGFB 6-T bitcell, by reducing VCELL and the corresponding impact on the

cell HSNM. The drawback of this method, however, is the need to generate and distribute

two different voltages.

Array Design Considerations

Due to the BG-connected pass-gate transistors, the worst-case bit-line discharge con-

dition may be exacerbated for the IG PGFB 6-T bitcell design. In a typical SRAM array,

the worst-case bit-line discharge happens when the accessed bitcell stores the opposite polar-

ity from all neighboring bitcells in the same column. The effective bit-line discharge current

(IBL,DISCHARGE) is simply IREAD−
∑
ILEAK,1−

∑
ILEAK,0 - where IREAD is the read current,
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at the ′0′ storage side, of the accessed bitcell;
∑
ILEAK,1 is the total bit-line leakage current

at the ′0′ storage side of the accessed bitcell (for which all un-accessed bitcells store a ′1′);

and
∑
ILEAK,0 is the total bit-line leakage current at the ′1′ storage side of the accessed bit-

cell (for which all un-accessed bitcells store a ′0′). For an SRAM array constructed using IG

PGFB 6-T bitcells,
∑
ILEAK,1 may become significant at lower bit-line voltages as a logic ’1’

biases the BG of the pass-gate transistors. Specifically, the un-accessed pass-gate transistors

experience a drive voltage of up to VDD − VBL at the BG, which sources significant current

onto the bit-line when VBL < VDD − VTH,BG. This prevents the pass-gate transistors from

completely shutting off; hence preventing the bit-line to discharge fully (to VSS). Therefore,

a sense amplifier is required to generate a zero voltage at the output. A good sense amplifier

design typically requires only a small bit-line differential voltage (usually ∼ 10% of VDD) to

determine the cell state, for which
∑
ILEAK,1 is small. Therefore, the degradation in the

bit-line discharge speed should not be significant (for typical column heights). Figure 5.12a

compares the worst-case bit-line discharging patterns for a conventional single-fin DG 6-T

SRAM column and an IG PGFB 6-T SRAM column (with column heights of 128). Φm

is set to 4.75eV for the DG bitcell and 4.65eV for the IG PGFB bitcell, to achieve simi-

lar IREAD. As expected, the bit-line is able to discharge fully for the DG design, whereas

the bit-line can only discharge to just under 600mV for the IG PGFB design. However,

the bit-line discharging speed is weakly affected by the dynamic PGFB connection. Figure

5.12b summarizes the impact of dynamic PGFB on the sensing speed. For an ideal sense

amplifer with zero input offset, the slightest bit-line differential can be distinguished; hence

∆T approaches zero. Conventional latch-based sense amplifiers can achieve less than 100mV

(10% of VDD) offset voltage - the yield an optimization of latch type SRAM sense amplifier is
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Figure 5.12: (a) Bit-line voltage simulations for the conventional DG 6-T SRAM design and
the IG PGFB 6-T SRAM design, with 128 bitcells per column. (b) Impact of dynamic PGFB
on sensing speed - where ∆T/T is the normalized difference in the bit-line discharging time
between a conventional 6-T design and a IG PGFB 6-T designs; and the sense amplifier
offset is the tolerable offset voltage at the inputs of the sense amplifier. Less than 5% impact
on sensing speed is incurred when using sense amplifiers with less than 100mV offset voltage.

discussed in [151]; and [95] extends this design to a double-gated FinFET technology using

independent gating. Figure 5.12b indicates that less than 5% impact on the sensing speed

is incurred, for the IG PGFB 6-T design, when using sense amplifiers with less than 100mV

offset.

In both IG PGFB and conventional DG 6-T designs, the effective worst-case IBL,DISC−

HARGE is reduced with an increasing column height. On the other hand, decreasing the

column height incurs more area overhead from the sense amplifiers. Column multiplexing

can be sued to optimize the array area efficiency by allowing the read/write circuitry and

the sense amplifiers to be shared among multiple columns. However, the non-zero resistance

of the bit-line multiplexers degrades the column performance.
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Figure 5.13: (a) Schematic for a conventional loadless 4-T SRAM bitcell. (b) RSNM and
HSNM of a conventional loadless bulk-Si based 4-T SRAM bitcell, with β-ratio= 2, as a
function of the difference in NMOS to PMOS VTH .

5.4 4-T FinFET based SRAM design

To seek further enhancements in the array density, 4-T SRAM bitcells are considered.

Figure 5.13a shows the schematic for a conventional loadless 4-T SRAM bitcell [87, 101].

It consists of a cross-coupled NMOS pair (NL, NR) and two PMOS pass-gate transistors

(PAXL, PAXR) for read/write access. During standby, both bit-lines (BL and BLC) and the

word-line are biased at VDD, shutting off both PMOS pass-gate transistors. To retain the

stored data, the PMOS pass-gate transistors must provide enough leakage current, commonly

referred to as the data retention current (IRETENTION), to compensate for all the leakage

paths from the ′1′ storage node (CH). This is typically guaranteed by giving the PMOS

pass-gate transistors a much lower VTH than the NMOS pull-down transistors [101]. During

the read operation, word-line is driven low (to VSS), and the PMOS pass-gate transistors

act as PMOS loads for the cross-coupled pseudo-NMOS inverters. Similar to the 6-T bitcell,

stronger pass-gate transistors tend to destabilize the 4-T bitcell by causing the ′0′ storage

node (CL) to rise above the inverter trip point (which is approximately equal to the VTH
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of the NMOS pull-down transistors). As a result, a contention is formed between the cell

read stability and the cell hold stability. Figure 5.13b summarizes the trade-off between

the cell RSNM and HSNM, for a bulk-Si based 4-T bitcell, when adjusting the value of

|VTH,N | − |VTH,P |, where VTH,N and VTH,P denote the VTH of NMOS and PMOS transistors,

respectively3. Results indicate that, even with β-ratio= 2, it is challenging to simultaneously

achieve good read stability and hold stability for a bulk-Si based 4-T bitcell (in this process).

In addition, although IRETENTION is only needed at the ′1′ storage node, a leaky PMOS pass-

gate transistor at the ′0′ storage node draws significantly more current (� IRETENTION)

from the other bit-line due to its higher VDS (approximately equal to VDD) - recall that

ILEAK ∝
(

1− e
−VDS
VTH

)
[43]. This dramatically increases the static power consumption of the

bulk-Si based 4-T bitcell, making it unsuitable for high-density and low-power applications.

The 4-T SRAM design presents another opportunity for the IG operation of the

FinFET technology. It is shown [63, 157] that dynamic control of the PMOS VTH can offer

a means for selectively adjusting IRETENTION , and also provides higher effective β-ratio for

the 4-T SRAM design. Figure 5.14a presents the schematic for an IG FinFET based loadless

4-T SRAM bitcell with dynamic PGFB [63]. The storage nodes are connected to the BG of

the pass-gate transistor on the opposite side to selectively reduce the VTH of the pass-gate

transistor at the ′1′ storage side; thus injecting IRETENTION only at the ′1′ storage node

(Figure 5.14d). Consequently, the IG PGFB 4-T design can achieve a much lower static

power consumption compared to the bulk-Si based 4-T design. In addition, leaky PMOS

pass-gate transistors are no longer needed in the IG PGFB 4-T design; thus eliminating

3A β-ratio (denoting the size-ratio of the NMOS to PMOS transistors, in this case) of 2 is applied during
the simulation, where the LG of the PMOS pass-gate transistors are doubled.

176



Figure 5.14: (a) Schematic and (b) layout for an IG FinFET based loadless 4-T SRAM bitcell
with dynamic PGFB. Here, β-ratio= 1 is assumed. (c) Read and standby butterfly-curves for
an IG FinFET based 4-T SRAM cell with dynamic PGFB (β-ratio= 1 and Φm = 4.65eV ),
showing significantly improved RSNM and HSNM. (d) PMOS pass-gate current as a function
of the opposing storage node voltage, illustrating the selective injection of IRETENTION when
the storage node holds a ′1′.

the contention between the cell read stability and the cell hold stability. Furthermore, the

effective β-ratio is increased at the ′0′ storage side, as a logic ′1′ biases the BG of the PMOS

pass-gate transistor on that side. Figure 5.14b presents the layout for the IG PGFB 4-T

bitcell - a cell area of 146F 2 is achieved, marking a > 15% reduction compared to the IG

PGFB 6-T bitcell with comparable read stability (Figure 5.14a). It should be noted that the

writeability of a 4-T bitcell is guaranteed due to its inherent instability during a write cycle.
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Since retention of a logic ′1′, in 4-T SRAM bitcells, relies on a retention current that

is sourced from the bit-line, that particular bit-line (at the ′1′ storage side) is necessarily

biased at VDD. However, during a write operation, the bit-lines are driven differentially,

corresponding to the data input; thereby reversing the direction of IRETENTION for all un-

accessed bitcells in the same column and storing the inverse data polarity (as the data input).

In addition, the magnitude of the reversed IRETENTION is much higher due to the higher VDS

applied across the pass-gate transistor. As a result, the stability of all un-accessed bitcells

in the same column (storing the inverse data polarity) is compromised. For a conventional

bulk-Si based 4-T SRAM design, this neighbor write instability can be addressed through

careful bit-line timing - i.e. as long as the bit-lines are restored to VDD before the storage bit

is flipped, the cell state can be preserved. The amount of time that either bit-line can stay

low depends on the strength of the pass-gate transistor relative to the pull-down the weaker

the pass-gate transistor, the longer the bit-lines can stay discharged. However, weaker pass-

gate transistors inevitably lead to increased write delays4, thus requiring the bit-lines to stay

discharged for longer periods, and may also compromise the cell standby stability.

Because the fundamental condition of |VTH,P | < |VTH,N | is no longer required for

the IG PGFB 4-T design, a positive neighbor write stability margin can be achieved by

giving the PMOS transistors a higher VTH (compared to the NMOS transistors) - i.e. if

|VTH,P | > |VTH,N |, the PMOS pass-gate transistor (discharging the ′1′ storage node) will shut

off before the NMOS pull-down transistor (driven by the ′1′ storage node) stops conducting5.

In addition, this margin can be optimized by adjusting VTH,P relative to VTH,N . However,

4This can be avoided by pulling VWL below VSS during the write cycle; however, this compromises the
half-select cell read stability.

5In other words, before reaching the inverter trip point of the other half-cell.
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Figure 5.15: Write cycle simulation for the IG PGFB 4-T design ( with Φm = 4.65eV )
illustrating (a) the successful write operation for an accessed bitcell and (b) the successful
data retention for a neighboring bitcell (in the same column). VWL = −200mV is applied
during the write cycle.

increasing |VTH,P | may lead to increased write delay (as mentioned previously). To address

this, a negative VWL can be used during the write cycle - although this may compromise

the read stability of the half-select bitcells, the much better read stability of the IG PGFB

4-T design can still maintain adequate margin; additionally, increasing |VTH,P |, relative to

|VTH,N |, also enhances RSNM, which reduces the impact of a negative VWL on the read

stability of the half-select bitcells. The write cycle simulation in Figure 5.15 illustrates the

successful write operation (with VWL = −200mV ) for an accessed bitcell and the successful

data retention for a neighboring bitcell in the same column.

The IG PGFB 4-T bitcell presents a similar trade-off as the IG PGFB 6-T bitcell in

optimizing the column segmentation - i.e. the BG-connected PMOS pass-gate transistors

also prevents the bit-lines from discharging fully. Figure 5.16 presents the bit-line voltage

simulations for the IG PGFB 4-T SRAM design with varying column heights. Since PMOS

pass-gate transistors are less efficient (compared to NMOS pass-gate transistors) at pulling
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Figure 5.16: Bit-line voltage simulations for the IG PGFB 4-T SRAM design with varying
column heights.

down, due to a decreasing |VGS| as VBL drops, the bit-lines discharge at a slower rate com-

pared to the IG PGFB 6-T design6. In addition, the amount of bit-line discharge is smaller

compared to the IG PGFB 6-T design. It should be noted that while the bit-lines can dis-

charge to a lower voltage, approximately equal to |VTH,P |, for a conventional bulk-Si based

4-T design, the discharge rate is expected to be significantly slower than a conventional 6-T

design for similar reasons. Consequently, 4-T SRAM arrays are typically intended for lower

performance, higher density applications [157]. Since these applications typically have very

stringent power budgets, very low static power consumption is required. While the IG PGFB

FinFET 4-T design achieves much lower static power consumption than the bulk-Si based

4-T design, an adequate IRETENTION places a lower bound on its static leakage current.

To achieve a much lower static power consumption suitable for low-power applications,

a gated-VSS leakage reduction scheme, using sleep transistors [143], can be adopted. Figure

5.17a shows the schematic of a simple gate-VSS leakage reduction scheme using NMOS sleep

transistors, integrated into each SRAM block, to control the SRAM VSS. During standby,

6For a given channel area, a PMOS transistor is also expected to deliver less on-current than an NMOS
transistor.
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Figure 5.17: (a) Schematic for a gated-VSS leakage reduction scheme. (b) The impact of
leakage reduction on the HSNM of a IG PGFB 4-T SRAM bitcell.

Table 5.4: Simulated HSNM and per-cell standby leakage currents for the IG PGFB 4-T
design.

Cell Design HSNM(mV) ICELL,STANDBY(nA)
IG PGFB 4-T (no gated-VSS) 270 5.9
IG PGFB 4-T (w/ gated-VSS) 230 0.076

N1 is turned off and the SRAM VSS is boosted by the VTH of the diode-connected N2;

whereas during a read/write operation, N1 is activated and the SRAM VSS is pulled low (to

the global VSS). Figure 5.17b indicates that the implementation of the gated-VSS leakage

reduction scheme incurs less than a 15% degradation in the cell HSNM - achieving a 230mV

HSNM when the gated-VSS scheme is activated. Table 5.4 indicates that the gated-VSS

scheme can limit the per-cell standby leakage current, of the IG PGFB 4-T bitcell design,

to under 80pA - justifying the usage of IG PGFB 4-T bitcells for low-power, high-density

applications with lower-performance requirements.
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5.5 Summary

This chapter evaluates FinFET based SRAM as an alternative in nanoscale memory

design. Both 6-T and 4-T SRAM bitcells are analyzed using mixed-mode Taurus simulations.

Results indicate that the FinFET technology can offer improved stability and flexibility over

bulk-Si MOSFET in SRAM design and presents a promising device architecture for continued

SRAM scaling beyond the 22nm node. It is shown that a conventional DG 6-T FinFET

based bitcell (with β-ratio = 1) can provide immediate improvement (30%) in RSNM over

the bulk-Si counterpart (with β-ratio = 1.5), in addition to a more compact cell layout. The

cell RSNM can be further improved by 71%, at little performance and zero area penalty, via a

dynamic pass-gate feedback (PGFB) to adaptively adjust the pass-gate transistor strengths

- achieving a 300mV RSNM, while keeping the per-cell stanby leakage current at below

0.2nA (by using high VTH - Φm = 4.75eV ). It is shown that 4-T SRAM design can also

take advantage of the independently-gated (IG) operation of the FinFET technology. An

IG PGFB 4-T FinFET SRAM cell can simultaneously achieve adequate read stability and

hold stability margins, while dissipating only a fraction of the static power consumed by a

bulk-Si based design. Compared to the IG PGFB 6-T design, the 4-T bitcell can achieve

> 15% area reduction with less than 80pA/cell of leakage current during standby - making

it extremely attractive for high-density, low-power embedded memory applications. Table

5.5 summarizes the cell area, the RSNM7, and the per-cell standby leakage current for the

various bitcell designs. Furthermore, due to the elimination of RDF-induced σV TH , the

FinFET based designs can also achieve better immunity against process variability than

7HSNM is also shown for the 4-T designs.
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Table 5.5: Cell area, RSNM (and HSNM), and per-cell standby leakage currents for various
bitcell designs.

Cell Design
Area RSNM/HSNM ICELL,STANDBY

(F2) (mV) (nA)
Bulk-Si 6-T

229 135 6.6
(β-ratio = 1.5)

DG 6-T
177 175 0.19

(1-fin PD)
DG 6-T

206 240 0.26
(2-fin PD)
DG 6-T

193 215 0.19
(LG,pass−gate = 2× LG,pull−down)

DG 6-T
201 200 0.19

(PD fin-rotation)
IG PGFB 6-T 173 300 0.19
Bulk-Si 4-T

210a 130 132
(∆VTH = 250mV )

IG PGFB 4-T
146 285 / 270 5.9

(no gated-VSS)
IG PGFB 4-T

146b 285 / 130 0.076
(w/ gated-VSS)

bulk-Si based designs (as illustrated in Figure 5.18). A simplified variability analysis is

provided here - a more detailed analysis, using the concept of cell sigma, is presented in [31].

In addition to the bitcell designs presented in this chapter, several other variations of

IG 6-T [26,30,31,48,74,82,108,109] and 8-T [74,83] FinFET based SRAM bitcells have since

been studied in literature. In particular, an IG 6-T SRAM cell with pull-up write gating

(PUWG), where a BG bias is applied to the PMOS pull-up transistors during the write cycle

to enhance the cell writeability, is presented in [30,31]. This technique can be implemented

with zero cell area penalty and is shown to complement the PGFB technique to offer both

enhanced read stability and writeability. Alternatively, IG 6-T bitcells implemented with

a separate control signal to bias the BG of the pass-gate transistor [109], the pull-down

aThe layout for this bitcell is not shown.
bThere is a per-column area overhead for this implementation.
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Figure 5.18: Impact of process variations on the cell RSNM for various bulk-Si and FinFET
SRAM bitcells. The Monte Carlo (MC) simulations are run in mixed-mode using Taurus.
Geometric variations in LG and TSi (with 3σ(LG) = 3σ(TSi) = 10%LG) are considered for
FinFETs, whereas only RDF is considered for bulk-Si MOSFETs [63]. The RSNM extracted
for FinFET based designs show much tighter distributions (i.e. smaller σ) than that of the
bulk-Si based design.

transistor8 [26], or both [74, 108], have been investigated for stability enhancements and/or

leakage reduction. Furthermore, the IG operation is adopted for the read path transistors

(N1 and N2 in Figure 5.1a) of an 8-T dual-port SRAM bitcell, in [74], to enhance the read

access performance without increasing leakage power.

Endo et al., in [48], presented successfully fabricated IG FinFET SRAM bitcells based

on four different designs - IG 6-T with PGFB (referred to as PG-SN), IG 6-T with BG of

the pass-gate connected to the opposite storage node (PG-OSN), IG 6-T with a common

bias for the BG of both pull-down and pass-gate transistors (Flex-VTH - similar to [74,108]),

and IG 6-T with BG bias only for the pass-gate transistors (Flex-PG - similar to [109]). It

is shown that the Flex-VTH design can provide dramatic leakage current reduction while

(almost) maintaining the read and write margins (compared to a conventional DG 6-T

design). The Flex-PG design is shown to achieve excellent trade-off between read and write

8In this design, the BG of the pull-down transistor is biased at VSS for leakage reduction.
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margins; however, similar to the Flex-VTH design, it requires the generation and routing of

an additional bias voltage. While the PG-OSN design can achieve the best read margin, it

has a negative write margin, at VDD = 1.0V , due to a very weak pass-gate transistor (at the

′1′ storage side). Finally, the PG-SN (or the IG PGFB 6-T) design demonstrates excellent

read margin (although not as good as the PG-OSN design), with a moderate write margin,

which is shown to significantly improve using the CVD assist scheme (Section 4.6 and Figure

5.11b).

While successfully fabricated FinFET based bitcells have been demonstrated [18,48],

the fin LER still presents a significant challenge - although it can be mitigated by using spacer

lithography [45]. More recently, Delprat et al. and SOITEC have demonstrated, in [44], the

capability to uniformly manufacture 15nm thick SOI layers with ±0.5nm thickness variation,

showing readiness for the 22nm technology node. According to [86,126], FD-SOI transistors

can demonstrate steeper subthreshold slope and reduced RDF than the FinFET, making FD-

SOI a promising candidate for enabling embedded SRAM scaling beyond the 22nm node.

Although FD-SOI may offer less design flexibility, compared to the DG FinFET, substrate

biasing techniques can still be used to implement the Flex-PG or the Flex-VTH bitcells.

While a general consensus has yet to be reached between FinFET and PD-SOI, one thing

is for sure - the continuation of SRAM scaling until the end of the roadmap will require

technology and circuit co-design.
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Chapter 6

Conclusion

Continued increase in the process variability is perceived to be a major roadblock

for future technology scaling. Its impact is particularly pronounced in large memory arrays

due to both the utilization of minimum sized transistors and their extremely large data

capacity. Therefore, memory design presents an extreme example of variability-aware design.

To satisfy the functionality of hundreds of millions of SRAM cells in current on-die cache

memories, the design has to provide more than 6 standard deviations of margin to parameter

variations. This is becoming increasingly challenging to satisfy, and presents a major problem

for continued scaling of memory density. Concurrently, high-end µP s have been increasing

the amount of on-die cache to improve the performance - e.g. the current-generation AMD

Opteron [130] and Intel Xeon [131] server µP s feature over 107 and 108 bitcells, respectively,

on the L3 cache. Increased size of cache arrays requires accounting for even wider process

extremes in the design. Consequently, the ability to monitor and characterize (on-chip)

the variations in SRAM functionality and performance becomes critical for both gaining a

deeper understanding of the sources of variability and for developing more robust circuits
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and topologies for the next-generation embedded SRAM memory.

6.1 Key Contributions

This work encompasses three key contributions to facilitate the variability-aware de-

sign of embedded SRAM:

� A methodology to characterize, directly, the impact of process variability

on the functionality of large SRAM-based cache memories is developed.

The large-scale characterization of SRAM variability is attractive for early stages

of SRAM development due to its ability to capture massive statistical data at a very

low design and area overhead, compared to the conventional method. Due to its low

overhead, this methodology can also be implemented, occasionally, on a working chip

to monitor the process variability. In addition, the large-scale characterization method

can complement standard SRAM built-in self test (BIST) methods by correlating BIST

failures to the measured bit cell read/write margins. Furthermore, irregular bit cell

characteristics measured through direct bit-line access can be mapped to the cell lo-

cation and verified using nano-probing to determine its source. This methodology is

further extended for the characterization of SRAM VMIN during read and write cy-

cles. As a result, a direct correlation between measured SRAM read/write margins

and the per-cell VMIN in a functional SRAM array is established. Due to the excellent

agreement between the measured read/write margins and the per-cell VMIN near the

regions of read stability/writeability failure, quick and accurate VMIN estimation using

the measured large-scale read/write metrics - in particular, SRRV and WWTV - is
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possible and presented. The large-scale characterization of functional SRAMs can also

efficiently evaluate different assist schemes and identify sources of systematic mismatch

within the die, from die to die, and from wafer to wafer. Moreover, this method can

be easily extended to capture more than 6 standard deviations of parameter variations

by increasing the SRAM array size, and therefore can serve as a valuable addition to

the next-generation SRAM development vehicle.

� The correlations between the various conventional and large-scale metrics,

as well as per-cell VMIN , are studied, in detail, through Monte Carlo sim-

ulations and chip measurements; and speculations for the utility of the

different metrics for VMIN estimation are made.

A close examination of the different conventional SRAM read stability and write-

ability metrics reveals that, while the various metrics share the same zero crossing,

they may have very poor correlations at higher supply voltages - this was demon-

strated, particularly, between the classical RSNM and the N-curve read metrics, SINM

and SPNM. In addition, the various metrics were compared against the per-cell VMIN ,

characterized for both read and write cycles. RSNM and WNM are shown to have ex-

cellent correlations against VMIN,RD and VMIN,WRT at moderately low supply voltages.

The correlation between WNM and VMIN,WRT suffer at higher supply voltages due to

an extraction error for WNM, caused by the inability to exhibit convexity in the write

VTC curves. SINM and SPNM, on the other hand, are shown to have poor correlations

against VMIN,RD even at low supply voltages. While IW demonstrates better correlation

against both WNM and VMIN,WRT at moderately low supply voltages, its distribution
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deviates dramatically from Gaussian and becomes log-normal at low supply voltages -

making it unsuitable for VMIN,WRT estimation using the method presented in Chapter

41. Although SVNM exhibit good correlations against both RSNM and VMIN,RD and

its distribution does not deviate significantly from Gaussian, its inability to quantize

a negative read margin leads to inaccurate VMIN,RD estimation.

On the other hand, excellent correlations are established between the large-

scale read/write metrics and the conventional RSNM/WNM, and between the large-

scale read/write metrics and the per-cell VMIN (as mentioned above). The large-scale

metrics, particularly SRRV and WWTV, are shown to be excellent candidates for

VMIN estimation. This investigation provides valuable understanding of the different

read stability and writeability metrics, as well as how, and whether, each metric should

be used for yield prediction.

� New SRAM bitcell designs, using thin-body double-gated (DG) FinFETs,

are proposed.

As the 1/
√
W × L dependent RDF-induced σV TH has been, and is expected

to continually, get worse with the scaling of bulk-Si MOSFETs, FinFET based SRAM

is investigated as an alternative in nanoscale memory design. It is shown that the

FinFET technology can offer improved stability and flexibility over bulk-Si MOSFET in

SRAM design and presents a promising device architecture for continued SRAM scaling

beyond the 22nm node. Due to a more efficient control of the SCE via a thin-body,

a conventional DG 6-T FinFET based bitcell can provide immediate improvement in

1Aside from the poor correlation against VMIN,RD, SINM and SPNM are also unsuitable for VMIN,RD

estimation for this same reason.
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RSNM over the bulk-Si counterpart, in addition to a more compact cell layout. The

cell RSNM can be further improved, at little performance and zero area penalty, via

a dynamic pass-gate feedback (PGFB) to adaptively adjust the pass-gate transistor

strengths. The successful fabrication of this bitcell design has been reported in [48].

While 4-T SRAM design in bulk-Si suffers from significantly enhanced leakage currents

and a small design window (to achieve both adequate read and standby stability), the

independently-gated (IG) operation of the FinFET technology can enable the practical

design of a 4-T SRAM cell. It is shown that an IG PGFB 4-T FinFET SRAM cell can

simultaneously achieve adequate read stability and hold stability margins, in addition

to a more compact layout, while dissipating only a fraction of the static power consumed

by a bulk-Si based design - making it extremely attractive for high-density, low-power

embedded memory applications. Furthermore, a Monte Carlo analysis shows that

FinFET based bitcell designs can indeed achieve tighter noise margin distributions over

the bulk-Si designs, due to an elimination of the RDF-induced σV TH . The continuation

of SRAM scaling until the end of the roadmap will require technology and circuit co-

design. The FinFET technology is particularly attractive for nanoscale SRAM design

not only for its reduced σV TH and better SCE control, but also for the architectural

flexibility enabled by its unique IG operation.

6.2 Future Work

While this work on the large-scale characterization of functional SRAMs may lay

an important foundation for enabling the next-generation SRAM development, some im-
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provements are still needed. To speed up the characterization process and be included on

a functional chip, the characterization process should be fully automated. While an on-

chip DAC is implemented in this prototype, its utility is limited without an on-chip current

monitor. A method to perform on-chip leakage current measurements using a single-slope

analog-to-digital converter (ADC) is developed in [110, 111]2; this design can be improved

to achieve a larger range in the measurable current to complement the on-chip DAC. In

addition, a register bank will be needed as a temporary storage for the measured data.

Although static DC stability metrics can offer good estimates for SRAM functionality,

they cannot replace the more realistic dynamic stability metrics. Consequently, there have

been quite a few recent studies on the definition and modeling of dynamic SRAM stability

[15, 47, 80, 146, 161]; however, a clear consensus has yet to emerge and more studies against

silicon measurements are needed. Currently, work is being conducted to implement dynamic

stability characterization methods on silicon, including a novel approach using tunable ring

oscillators [141], within our group at the University of California, Berkeley.

While successfully fabricated FinFET SRAM bitcells have been reported recently

[18,48], and spacer lithography techniques [33,45] have been proposed to further reduce CD

variability, high-volume manufacturing of FinFET based designs is still nowhere in sight.

Meanwhile, 6-T SRAM design using a thin-BOX FD-SOI process has been recently investi-

gated [86,126]. While both FinFET and thin-BOX FD-SOI technologies have their respective

advantages over the other, it is not yet clear which technology will emerge first. In addition,

while both technologies indicate clear advantages over the bulk-Si MOSFETs with respect

2This leakage current monitor is actually implemented on the same (first) 45nm test chip [112] presented
in this work.
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to SCE and RDF, new processes will inevitably bring about new sources of variability, which

may offset the benefits of the new processes until they become mature.

6.3 Final Words

Process variations are here to stay and will forever impact the ways that circuits

are designed. However, as more problems arise, even more solutions are being proposed.

Designers have long projected the limits for scaling [25, 54, 137], yet breakthroughs are,

and will continually be, made to extend it [23, 129, 132]; while fluctuation limits have been

predicted [22], techniques for fluctuation tolerance are being implemented [20]. Although

the road for technology scaling has narrowed by its challenges, it seems that research will

continue to dig a path forward.
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[51] D. Fang, R. Roberts, and B. Nikolić, “A 6-b DAC and analog DRAM for a maskless

lithography interface in 90 nm CMOS,” in Proc. IEEE Asian Solid-State Circuits

Conference, Hangzhou, China, Nov. 2006, pp. 423–426.

[52] T. Fischer, D. Amirante, P. Huber, T. Nirschl, A. Olbrich, M. Ostermayr, and

D. Schmitt-Landsiedel, “Analysis of read current and write trip voltage variability

from a 1-MB SRAM test structure,” IEEE Transactions on Semiconductor Manufac-

turing, vol. 21, pp. 534–541, Nov. 2008.

[53] T. Fischer, C. Otte, D. Schmitt-Landsiedel, E. Amirante, A. Olbrich, P. Huber, M. Os-

termayr, T. Nirschl, and J. Einfeld, “A 1 Mbit SRAM test structure to analyze local

mismatch beyond 5 sigma variation,” in IEEE International Conference on Microelec-

tronic Test Structures, Tokyo, Japan, Mar. 2007, pp. 63–66.

[54] D. J. Frank, R. H. Dennard, E. J. Nowak, P. M. Solomon, Y. Taur, and H.-S. P. Wong,

“Device scaling limits of Si MOSFETs and their application dependencies,” Proc. of

the IEEE, vol. 89, no. 3, pp. 259–288, Mar. 2001.

201



[55] D. J. Frank, Y. Taur, M. Ieong, , and H.-S. P. Wong, “Monte Carlo modeling of

threshold variation due to dopant fluctuations,” in Symposium on VLSI Circuits Dig.

of Tech. Papers, Kyoto, Japan, Jun. 1999, pp. 171–172.

[56] G. Gasiot, D. Giot, and P. Roche, “Alpha-induced multiple cell upsets in standard

and radiation hardened SRAMs manufactured in a 65 nm CMOS technology,” IEEE

Transactions on Nuclear Science, vol. 53, pp. 3479–3486, Dec. 2006.

[57] L. Ge and J. G. Fossum, “Analytical modeling of quantization and volume inversion

in thin Si-film DG MOSFETs,” IEEE Transactions on Electron Devices, vol. 49, pp.

287–294, Feb. 2002.

[58] N. Gierczynski, B. Borot, N. Planes, and H. Brut, “A new combined methodology for

write-margin extraction of advanced SRAM,” in IEEE International Conference on

Microelectronic Test Structures, Tokyo, Japan, Mar. 2007, pp. 97–100.

[59] B. L. Gratiet, P. Gouraud, E. Aparicio, L. Babaud, K. Dabertrand, M. Touchet, S. Kre-

mer, C. Chaton, F. Foussadier, F. Sundermann, J. Massin, J.-D. Chapon, M. Gatefait,

B. Minghetti, J. de Caunes, and D. Boutin, “Process control for 45nm CMOS logic

gate patterning,” in Metrology, Inspection, and Process Control for Microlithography

XXII, ser. Proc. SPIE, J. A. Allgair and C. J. Raymond, Eds., Mar. 2008, vol. 6922,

p. 6922OZ.

[60] P. R. Gray, P. J. Hurst, S. H. Lewis, and R. G. Meyer, Analysis and design of analog

integrated circuits. New York, NY: John Wiley & Sons, 2001.

[61] E. Grossar, M. Stucchi, K. Maex, and W. Dehaene, “Read stability and write-ability

202



analysis of SRAM cells for nanometer technologies,” IEEE Journal of Solid-State Cir-

cuits, vol. 41, no. 11, pp. 2577–2588, Nov. 2006.
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