RESST: A VLSI Implementation of a Record-Sorting
Stack

Michael J Carey
Paul M. Hansen
Clark D. Thompson

Computer Science Division
Department of Electrical Engineering and Computer Science
University of California
Berkeley, CA 94720

ABSTRACT

This report discusses a VLSI implementation of a record-
sorting stack. Records are represented on the stack as (key,
record-pointer) pairs, and the operations supported are PUSH,
POP, and CLEAR. When records are POPped, they are returned in
smallest-first order. The implementation allows the sorting of n
records in O{(n) time, and the design is cascadable so that the
capacity of a single VLSI chip does not limit the amount of data
which may be sorted.

This report describes a paper design and evaluation, and thus
serves two purposes: It describes one particular VLSI sorting cir-
cuit, and it also serves as a case study in VLSI design methodology.
The algorithm is described, the overall chip organization and data
flow are presented, and detailed circuits, layouts, and timing ana-
lyses are given.
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1. Introduction’

This report describes RESST, a VLSI REcord Sorting STack. The chip
operates in a stack-like manner, allowing (key, record-pointer) pair representa-
tions of records to be pushed and popped. Each key is an 8-bit integer, and each
record-pointer is an 8-bit pointer value. When a (key, record-pointer) pair is
popped from the RESST chip, the pair with the smallest key value is returned.
Fence, RESST may be used to sort a group of records by pushing them and then
popping them. We envision RESST chips being utilized as a form of hardware
support for database systems, perhaps as disk buffer storage for providing
automatic sorting of secondary indices for multi-relation query processing in a

relational database system [Ul180].

The algorithm chosen for the VLS] RESST implementation, a parallel version
of the classic bubblesort algorithm, is quite similar to other recent work in the
area of hardware sorting devices. Armstrong and Rem [Arm82], Chung, Luccio,
and Wong [Chu80], Leiserson [Lei79], Miranker, Tang, and Wong [Mir82], and
Mukhopadhyay and Ichikawa [Muk?72, Muk81] have all published papers on simi-
lar O{n) time hardware sorting algorithms. The particular algorithm chosen for
the RESST implementation is basically the Weavesort algorithm of Mukho-
padhyay [Muk81], though it was independently developed when RESST was
designed.

In the remainder of this report, we will describe the hardware sorting algo-
rithm and a 32 data item VLSI implementation. The algorithm and the overall
chip organization will be presented in section 2. Circuit schematics and cell lay-
outs will be presented in section 3. Performance estimates for RESST, based on

simple SPICE models for timing and power consumption, will be discussed in
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section 4. Section 5 contains a discussion of some possible enhancements for
RESST. Finally, section 6 contains a summary of the main things that we have

learned from our RESST experience.

2. High-Level Design Description

This section of our report discusses the high-level design issues involved in
the RESST project. The RESST sorting algorithm is presented, and the overall
structure and data flow of the RESST chip are described.

2.1. A Hardware Sorting Algorithm

The algorithm that we chose to use in the design of RESST is a parallel bub-
blesort algorithm. Let n be the number of items to be sorted, where each item
has a fixed-length key (that is, key length is independent of n). Let N be the
number of items that the ‘chip can hold. This algorithm allows n items to be
sorted in O(n) time using O(N) chip area. We chose this algorithm from the
many possible VLSI sorting algorithms [Tho82] for several reasons, including
simplicity, regularity, and extensibility.

The parallel bubblesort algorithm is two-phase in nature. That is, each step
of the sorting process consists of two substeps. Let key [i]<j> and
recPtr[i]<j>, where i =01 .. .,31 andj =01 .., 7, denote the jth bit of
the ith word of the RESST key and record storage, respectively. (For the ith
element, key[i]<0> and recPtr[i}<0> represent the least significant bits.) Let
key[—-1] and recPtr[-1] represent the values presented to/from the 1/0 pins of
the chip. The two phases of the algorithm are given in terms of this notation in

Figure 2.1.

The first substep of the algorithm (phase 1) involves shifting data in or out,
clearing the chip's storage cells, or refreshing the chip's storage cells. The
PUSH, POP, and REFRESH operations have the obvious meanings, while the
CLEAR operation is somewhat more subtle. Associated with each 8-bit key is a
Sth, hidden bit. This bit serves to distinguish real key values from empty cells,
with a one in this most significant bit position representing an empty cell. This

way, nonempty cells are always kept towards the left (I/0) side of the chip.

The second substep of the algorithm (phase 2) does the actual sorting, and
involves comparing and conditionally exchanging the (key, record-pointer) pairs
associated with keys O and 1, 2 and 3, and so on, up to N-2 and N-1. As
denoted by the forall...pardo...od notation, these pairwise comparisons take



Phase 1 §1/0 Phase |
case operation of

PUSH:
foralli in 0..31 pardo
key[i] := key[i-1];
recPtr[i] = recPtri—1];

od;
POP:
foralli in 0..31 pardo
key[i—1] := key[i);
recPtr[i—1) := recPir [i):
od;
CLEAR:
forall i in 0..31 pardo
key[i]<8>:= 1
od;
REFRESH:
toralli in 0..31 pardo
key[i] := key[il;
recptr[i] i= recPtr(il;
od;
end:
Phase 2: { Compare/Exchange Phase |}

torall i in 0..31 by 2 pardo
if key[i] > key[i+1] then
Exchange(key[i], key [i+1])
Exchange(recPtr[i], recPtr [i+1]):
fi;
od:

Figure 2.1: Hardware Sorting Algorithm.

place in parallel. An example of the operation of this algorithm is depicted in

Figure 2.2.

The advantages of this algorithm for VLSI implementation should be
immediately obvious. Because data only moves between adjacent storage cells,
and because comparisons take place only between every other pair of adjacent
cells, there is no need for global communication. As a result, the cell layout can
be organized as a simple linear array of storage cells with a compare/exchange

cell between every other pair of adjacent storage cells.
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Figure 2.2. Example of Parallel Bubblesort Operation.
The extensibility of the design should also be clear at this point. With such
a simple linear array of cells, it is quite easy to accommodate the sorting of
more than N items by making RESST chips cascadable. Providing cascadability
just involves buffering the right-hand outputs and inputs of the last storage cell

in the array and providing off-chip connections for them.

2.2. Chip Structure and Data Flow

The actual structure and data flow for RESST follow naturally from the
preceding discussion of the algorithm and its advantages. As described in the
discussion, the algorithm is two-phase, so our design utilizes a two-phase clock-

ing scheme. The chip is organized as a linear array of storage and
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compare/exchange cells. In our physical design, we chose to group each pair of
storage cells and their associated compare/exchange unit into a single cell,
called a COL cell. The overall RESST structure, shown in terms of this type of
cell, is shown in Figure 2.3. As shown, data flows horizontally between adjacent

COL cells.

—> o — >
DATA CASCADE
coL coL coL
1/0 ) 2 5 1/0
BUFFERS BUFFERS
¢ P A— —

Figure 2.3. RESST Chip Structure.

Fach COL cell contains a pair of 8-bit keys, a pair of 8-bit record-pointers,
and logic for comparing keys and exchanging (key, record-pointer) pairs. There
are 16 COL cells in our RESST implementation, so the kth COL cell,
k =0.1,...,15 contains key[2k]<0:8>, key[2k +1]<0:8>, recPtr [2k ]<0:7>, and
recPtr[2k +1]<0:7>.

Five types of cells are used for building a COL cell: a CE cell, which contains
storage and compare/exchange logic for a pair of key bits, a TOPCE cell, which
is a CE cell with preset capability (to support the CLEAR function), an RP cell,
which contains storage and exchange logic for a pair of record-pointer bits, a
CBUF cell, which buffers a Manchester-type carry chain used for word-parallel
comparisons, and a PHIZSIG cell, which generates clocked exchange signals from

the end of the carry chain for controlling the CE and RP cell exchange logic. The
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structure of a COL cell in terms of these five subcell types is depicted in Figure

2.4.
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Figure 2.4. COL Cell Structure.
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As shown in the figure, data flows horizontally, the carry chain signal flows
vertically towards the PHIZSIG cell, the phase 2 clock signa! flows horizontally
through the PHIZSIG cell, and the clocked exchange signals flow vertically out
from the PHI2SIG cell. There are also clocked PUSE, POP, CLEAR, and HOLD sig-
nals which flow vertically through the COL cell, and power and ground which flow
horizontally through each subcell of the COL cell.

3. Low-level Design Description

This section of our report discusses the operation ‘of the circuits employed
to construct the basic cells of the RESST Chip, and is intended to answer the

question how does it do its job?

3.1. Compare-Exchange Circuit (CE)

Figure 3.1 shows a block diagram representation of the basic
compare/exchange circuit (CE) showing control and data signals. Functionally,
it can be simply described as a pair of semni-static registers with some additional
circuitry to provide a comparison of the information contained in the two cells
and to either pass the carry-like exchange chain signal EXCHIN to the next most
significant bit or to assert EXCEOUT high if an exchange is called for by a
mismatch in the cell. Figure 3.2 shows the circuitry in mixed notation. The ital-
icized signal names refer to signals which stay within the bounds of a single CE

cell.

The controlling signals PUSH1 and POP1 function as you would expect. The
user asserts either PUSE or POP in proper phasing with clock phase 1 (PHI1).
PHI1 is ANDed to produce PUSKE1 or POP1 which are then used to control writing
into and reading from the RESST. Data present on BDIN will be passed to the
gate of the first inverter of the cell during PUSH1. Data in the cell may also be
passed to the left (read) via BDOUT by controlling POP1 in similar fashion. Obvi-
ously, POP1 and PUSH1 are mutually exclusive for proper circuit operation.
During a PHI1 clock cycle in which neither reading nor writing of the RESST is
desired, the signal HOLD1 guarantees that the information which is stored in the

semi-static cell is refreshed.

Adjacent cells function in parallel, allowing true stack operations. Data is
allowed to flow between the ith and i+1st CE cells by connecting UBDIN of the
ith cell to BDOUT of the i+1st cell and, similarly, connecting UBDOUT of the ith
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Figure 3.1. COMPARE/EXCHANGE Cell Block Diagram.
cell to BDIN of the i+1st cell. Hence, data flows to the "right” during PUSH

operations, and to the "left” during POP operations.

As mentioned above, the contents of the two cells are compared during
clock phase 2 (PHI2). If a match occurs, the EXCHIN signal is propagated. If a
mismatch occurs, EXCHOUT will be the inverted value of the rightmost bit (sig-
naling that an exchange is needed if the rightmost bit is "0"). An exchange is
required if EXCE2 goes high after the carry-like EXCHIN/EXCHOUT signal bas
been fully propagated through all the CE cells in a word (going from the least to
the most significant bit position). If an exchange is indeed called for, the two
EXCHE2-controlled pass transistors in the circuit serve to exchange the inverted
data of the two storage cells. Thus, data is always applied to the leftmost
inverter of a pair on PHI1 and to the rightmost inverter on PHI2. This is con-

sistent throughout the design.

The cifplot layout of the cell is shown in Figure 3.3.
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Figure 3.2. COMPARE/EXCHANGE Cell Schematic Diagram.

3.2. Record Pointer Circuit (RP)

As mentioned in the functional description of RESST, record pointers are
entered simultaneously with keys to form (key, record-pointer) pairs.
record-pointer cell (RP) is identical to the CE cell, except that the compare cir-
cuitry is not necessary. (As you will read later in our conclusions, there is an
interesting modification to this strategy which can provide some unique capabil-

ities.) By extracting the compare circuitry, the cell is made less dense in terms
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Figure 3.3. COMPARE /EXCEANGE Cell CIFPLOT Layout.
of the geometry. Since the overall width of a column of cells composing a
compare/exchange word is determined by the CE cell, the reduction in width of
the RP cell will gain nothing. By compressing the cell in height, a potentially
shorter cell may result, with some space advantages being the net result. Due to
time and resource constraints, we decided not to optimize the height of the RP
cell for the purpose of the project. A refinement of the design would certainly

take this into account. Figure 3.4 shows the layout for the RP cell.

3.3. Top COMPARE/EXCHANGE Circuit (TOPCE)

The TOPCE circuit is functionally identical to the CE circuit, with the minor
addition of a clear capability. Following assertion of the clear signal, the entire
array is supposed to contain null values. To achieve this, the CLEAR1 signal
must cause the most significant bit of all keys to be set to "1" (by definition).
Thus, the TOPCE circuit is simply a CE circuit with a pass transistor (controlled

by CLEAR1) which gates Vdd into each bit. Figure 3.5 shows the layout for the
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TOPCE cell.
3.4. Compare Buffer (CBUF)
As previously mentioned, a word-parallel key comparison involves a carry-
like pass transistor chain to propagate the EXCHIN/EXCHOUT signals. Due to

signal degradation in such pass transistor configurations, it is necessary to

restore these types of signals with a buffer after every 3 or 4 stages [(Mea80].

CBUF, a non-inverting super-buffer, performs this function in the RESST design.

Figure 3.8 shows the schematic for the CBUF cell, and Figure 3.7 shows the lay-

out.
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Figure 3.6. CBUF Schematic Diagram.
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In order to control the exchanging of data during phase 2, it is necessary to

generate the clocked exchange signals EXCH2 and EXCHL2. These signals are

3.5. Phase 2 Clock Signal Cell (PHI2SIG)

formed by ANDing the TOPCE cell's EXCE
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Figure 3.7. CBUF CIFPLOT Layout.
signal) and its complement with the phase 2 clock in the PHIZSIG cell. Also,
since each such control signal must be propagated through an entire COL cell,
these signals must be of super-buffer quality. The actual PHIZSIG circuit, shown
in Figure 3.8, consists of a CBUF-type circuit to generate EXCEIN and EXCEINL
signals of reasonable quality, and a super-buffer NOR circuit to combine them

with the phase 2 clock. The layout for PEI2SIG is shown in Figure 3.9.

Ydd vdd vdd vdd vdd vdd
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Figure 3.8. PHIZ2SIG Schematic Diagram.
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3.8. Phase 1 Clock Signal Cell (PHI1SIG)

There are several clocked control signals required for phase 1 operations as
well. These signals are: PUSE1, POP1, HOLD1, and CLEAR1. The PHIISIG cell
generates these signals in the same way that the PHIZSIG cell generates the
clocked EXCH2 and EXCEL2 signals. Also, it generates the HOLD signal itself,
which is high when none of PUSH, POP, or CLEAR are high. The PHIISIG

schematic is shown in Figure 3.10, and the layout for PHEI1SIG is shown in Figure

3.11.
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Figure 3.10. PHI1SIG Schematic Diagram.
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3.7. Other Miscellaneous Signals

There are three other signals generated on our chip. These signals are
PHI2L, PUSHL, and POPL. PEIZL is distributed to all of the PHI2SIG cells, and
PUSHL and POPL are used to disable the data input/output and cascaded
input/output tri-state pads when PUSE and POP operations are called for
(respectively) to avoid having output drivers active while data is coming in.
Each of these is generated using a standard inverting super-buffer circuit, ala

[MeaB80].

The remainder of our circuitry is accounted for by the standard library
cells PadlnBuff, PadOut, and PadTriState. PadInBuff is used for PUSH, POP,
CLEAR, PHEl1, and PHI2. PadOut is used for two special status signals, FULLL and
EMPTY. The FULLL signal, low when all 32 of the storage cells on the chip con-
tain valid data, is a buftered version of key[31]<8>. The EMPTY signal, high

when none of the storage cells contain valid data, is simply 2 buffered version of
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key[0]<8>. PadTriState is used for the remaining signals, which are the key and
pointer input/output and cascade input/output lines. Since these are standard

cells, we will not describe them further here.

4. Performance Estimates

This section of our report discusses the performance of the RESST chip.
Since RESST is a synchronous system, employing standard two-phase non-
overlapping clocks, the key question is how long are phase ! and phase 2?7 To
determine the answer, we will examine what goes on in each of the clock phases
using simple SPICE models of the salient portions of our circuit. In all of our
models, we include maximally pessimistic parasitic effects (we rounded up all
capacitance estimates and placed all diffusion resistances in front of line capaci-
tances in our models). After we consider the speed of our design, we will con-
sider how the speed might be improved. Finally, we will briefly consider the
power consumption of the design. (The MOS parameters used in these perfor-
mance estimates were taken from page 51 of Mead and Conway [MeaB0], with the

polysilicon resistivity assumed to be 50 ohms per square.)

4.1. Timing Estimates

4.1,1. Phase 1 Timing

During phase 1, data is PUSHed or POPped from the RESST chip. This
involves getting data on and off the chip, getting phase 1 clocked signals distri-
buted throughout the chip, shifting data from cell to cell, and allowing the
carry-chain-like EXCHIN/EXCHOUT signal to ripple from the least to the most
significant bit (worst case). Note that, for cascadability, it is necessary to allow
sufficient time to shift between adjacent chips as well as adjacent cells within a
single RESST chip.

For getting data on and off the chip, we simply rely on PadInBuff and Pad-
TriState. Folklore has it that a reasonable estimate of delays for these pads is
on the order of 35 nanoseconds. Since none of our pads are required to drive
particularly large capacitances (the data pads each drive a single transistor
gate, and the input pads drive our own logic/buffer circuit gates), we believe

that it is reasonable to accept this estimate.

For generating and distributing phase 1 signals {PUSHI, POP1, HOLD1, and

CLEAR1), we used SPICE to model the performance of our super buffer circuits
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driving the long polysilicon control lines. The model for the line parasitics was
obtained by counting squares and using the result to compute the diffusion
resistance and capacitance values from the Mead/Conway parameter table
[MeaB0)]. The line resistance was 75K ohms (quite large), and the parasitic capa-
citance was 0.96 picofarads. The time required to drive the signals to the 30%
point was found to be approximately 300 nanoseconds for going high and 240
nanoseconds for going low. (Our model and results are included in the Appendix

as "SPICE #1: Phase 1 Signals".)

For exchanging data between adjacent cells within a single RESST chip, the
criticel quantity is the time it takes a static-storage inverter to drive another
inverter through a pass transistor (including line parasitics, of course). For
parasitics, we used the longest of the inverter-pass-inverter distances between
cells, and came up with a parasitic resistance of 1.2K ohms and a parasitic capa-
citance of 0.192 picofarads. In our model, we first charged the input of the
driven gate high, and then simulated the time required to drive it low and have it
pull its output high. This time was determined to be roughly 8 nanoseconds.
(Our model and results are included in the Appendix as "SPICE #2: On-Chip
Shift".)

For the EXCEIN/EXCHOUT ripple delay, we simulated the time needed for
driving a set of three pass transistors followed by a super-buffer. The parasitic
resistance on this path was found to be about 4K ohms, and the parasitic capaci-
tance was found to be 0.48 picofarads. The overall delay was determined to be
approximately 100 nanoseconds. For a set of three such pass-transistor/super-
buffer chains, which is what our 8-bit (plus hidden bit) key involves, the total rip-
ple delay is thus about 300 nanoseconds. {Our model and results are included In
the Appendix as "SPICE #3: EXCHIN/EXCHOUT Ripple".)

Based on these results, the phase 1 clock width is overwhelmingly deter-
mined by phase 1 signal distribution, off-chip shifts, and the EXCHIN/EXCHOUT
ripple delay. Since all RESST chips in a cascaded configuration will presumably
receive clock signals simultaneously, the overall phase 1 width must include one
35 narosecond pad time for the phase 1 clock, one 300 nanosecond propagation
time for the clocked control signals, two 35 nanosecond pad times for data to go
from chip to adjacent chip, and then one 300 nanosecond ripple delay. Hence,
phase 1 must be at least 705 nanoseconds long. (Note that the 8 nanosecond

on-chip shift occurs in parallel with the 70 nancsecond chip-to-chip shift.)
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4.1.2. Phase 2 Timing

During phase 2, keys are compared and exchanges are conditionally made.
This involves time to get the phase 2 signal to the PEIZSIG cell, time for the
PHI2SIG cell to generate and distribute clocked EXCHE2 and EXCHLZ signals, and

time to actually perform the exchanges.

For the time to get the phase 2 signal to its PHIZSIG destination, we simu-
lated a super-buffer driving the PHIZL line parasitics. The resistance involved
was about 10K ohms, and the parasitic capacitance was about 1.4 picofarads.
The resulting signal delay was 210 nanoseconds. {(Our model and results are
included in the Appendix as "SPICE #4: Phase 2 Signals".) Added to the 35

nanosecond phase 2 pad delay, this produces a delay of 245 nanoseconds in all.

For the PHI2SIG exchange signal return path, we have a super-buffer driving
a number of pass transistor gates and some parasitics. Through counting
squares and gates, we found the driven resistance to be about 8.6K ohms and the
driven capacitance to be 1.6 picofarads. This resulted in a signal delay of
approximately 225 nanoseconds. (Our model and results are included in the

Appendix as "SPICE #5: EXCE Signal Return”.)

For the actual data exchange time, our previous model ("SPICE #2: On-Chip

Shift”) is applicable. Thus, the exchange operation takes about 8 nanoseconds.

The width of the phase 2 clock must be sufficient for all of these events to
occur sequentially, so the total phase 2 time must equal or exceed the sum of

the previous results. This sum is about 480 nanoseconds.

4.1.3. Overall Speed

Using pessimistic approximations and SPICE for circuit simulation, we
determined each of the required clock widths. We obtained a width of 705
nanoseconds for phase 1 and a width of 480 nanoseconds for phase 2. The total
cycle time for our present RESST design, then, is 1185 nanoseconds, or about 1.2

microseconds.

Two questions arise at this point. First of all, is 1.2 microseconds good
enough for real applications? Secondly, what sort of times would have been pro-

duced with less than maximal pessimism?

To answer the first gquestion, consider the use of RESST chips for disk
buffering. A typical disk has a seek time of around 15 milliseconds and a

transfer rate of around 1 megabyte per second. If each disk block read requires
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a seek, our 1.2 microsecond device is just fine. It is also capable of keeping up
with sequential block reading, as 16 bits enter the RESST chip per sorting cycle,

thus making anything faster than a @ microsecond device sufficient.

As for the second question, suppose that our maximally pessimistic model
of a diffusion-type resistance and capacitance is roughly a factor of 2 slower
than an actual circuit. If this were the case, then our chip would actually have a
cycle time of approximately 600 nanoseconds. However, since the RESST design
is already capable of handling disk transfer rates under worst-case assumptions,

the actual performance figures are of little interest.

The result of all this is that the performance of RESST seems quite satisfac-
tory. Based on our performance estimates, RESST should be able to serve well
as a disk block buffer for a database machine, and our design goal is thus

satisfied.

4.1.4. Speed Enhancements

From the discussion above, it is clear that the dominant times are a result
of driving long lines with super-buffer circuitry. In fact, the worst of the delays
were encountered when driving materials other than metal. Thus, were it neces-
sary to speed RESST up for even higher performance database applications,
there are at least two things that we could do. First, we could make an effort to
maximize the use of metal in long lines, using other materials only when metal
crossovers are unavoidable. Second, we could utilize the Mead and Conway loga-
rithmic scheme for optimal buffering [Mea80], especially for generating PUSH1,
POP1, HOLD1, CLEAR], and PHIZL, which are generated in less crowded regions
of the chip (ie., outside the actual RESST array).

4.2. Power Estimates

An important aspect of any real VLS! design is that its power consumption
must not exceed a level which can be dissipated safely on a chip. With today’'s
technology, the power limitation for a chip the size of our project is around 1
watt. We used Mextra and Powest [Ber82] to extract and estimate power con-
sumption for our various cells. According to Powest, our circuitry (array plus
clocked signal logic), which occupies an area of 3358 microns by 4486 microns,
requires a worst-case DC power of 0.182 watts. Similarly, our pads, laid out
around a 7000 micron by 7000 micron square chip perimeter, require a worst-

case DC power of 0.833 watts. Thus, the worst-case DC power consumption of a
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RESST chip should be about 0.815 watts. Fortunately, this is within the allowable

power consumption range.

5. Other Enhancements

In reflecting on our work, several possible enhancements come to mind.
First, rather than have separate CE and RP cell types, we could have stored
record-pointer bits in CE cells. If they were stored in the least significant bit
positions, they would appear as "insignificant bits” in sorting, coming into play
only with duplicate keys. The advantages of doing this ‘would be one less cell
type and variability in the boundary between where keys end and record-
pointers begin. The disadvantages would be loss of the opportunity for RP cell
height reduction, increased EXCHIN/EXCHOUT signal delays, and somewhatl

increased overall power consumption.

Another possible enbancement involves the external RESST control circui-
try. An intelligent RESST controller could monitor the FULL pin on the leftmost
RESST chip in a cascaded collection, and vary the clock cycle speed based on
whether or not the leftmost chip is full. That is, when PUSHes and POPs can’t
cause data to shift from chip to chip. the phase 1 width can be smaller by 70 - 8
= 82 nanoseconds. (It isn’t clear that the added controller complexity would be

worthwhile given the small fractional speedup, though.)

8. Conclusions

This report discussed a VLSI implementation of a record-sorting stack. The
implementation allows the sorting of n records, represented as (key, record-
pointer) pairs, to be accomplished in O(n) time. The design is cascadable so
that the capacity of a single VLS! chip does not limit the amount of data which

may be sorted.

The algorithm, a parallel version of the classic bubblesort algorithm, was
described, the overall chip organization and data flow were presented, and
detailed circuits, layouts, and timing analyses were given. It was shown that a
RESST implementation can perform at disk transfer rates, making feasible its

use as an enhancement to a database machine.
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Appendix
SPICE #1: Phase 1 Signals

|#e0900008,/13/82 sseesese SPICE 2G.2 (ISAPRSI) $ss4eere]3:21:09¢000¢
@ SPICE i -- PHASE | SIGNALS
@eses INPUT LISTING TEMPERATURE =

es THE FOLLOWING LINES DEFINE THE NMOS MODELS AND VDD.

_MODEL E NMOS(VTQ=.9 NSUB=2EiS TOX=.1U U0=863 X0C=.5
+LEVEL=2 VMAXN=1ES CGS0=245P CGDO=245P)

_MODEL D NMOS(VT0Q=-3.2 NSUB=2EIS TOX=.l1U U0=800 XQC=.S

+LEVEL:2 VMAX=1ES CGS0=24S5P CGDO=245P)
.OPTIONS NOMOD
.WIDTH OUT=80

VDD | @ SV

e THE FOLLOWING LINES DEFINE THE CIRCUIT.
Ml 32008 E L=4U W=al

M2 1 330D L=16U W=l

M3 4 308 E Lsdt W=dl

M4 1 240D L=16U W=l

RPAR 4 5 75K0UMS

CPAR 5 @ .96PFARADS

VIN 2 @ PULSE (OV 5V ONS ONS ONS 40ONS 800ONS)
.TRAN 1ONS 1000NS
.EkgT TRAN V(5) V(2) (@Y, 5V)

SPICE «i

27.900 DEG C

0!Q"l&‘ll'...‘..i'..‘..‘.O.l.ll.l..l..ll..0.0'0..‘......0.‘0.‘.

vdd

Mé

-~ PHASE 1 SIGNALS

SPICE #1- Phese 1 Signals

13:21: 08-13/82

SPICE 2¢.2 (1SAPR81)
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SPICE #2: On-Chip Shift

|ssssssepg/|3/82 ssvessss SPICE 2G.2 (1SAPRSD seevecen(3;58: 5200000
@ SPICE #2 -- ON-CHIP SHIFT
geess INPUT LISTING TEMPERATURE =  27.008 DEG C

gctnon-oooc0.0-00..0-0-0-‘--000.00.0-oooococto&o.oouo.-ooocuoco‘nooouooi

es THE FOLLOWING LINES DEFINE THE NMOS WODELS AND YDD.

.MODEL E NMOS(VT0=.9 NSUB=2E15 TOX=.1U UO=800 XQC=.5
+LEVEL=2 VMAX= [ES CGS0=245P CGDO=245P?

_MODEL D NMOS(VT0=-3.2 NSUB=2E1S TOX=.1U LU0=808 XQC=. 5

+LEVEL=2 VMAX=1ES CGSO=245P CGDO=245P) vdd
.OPT{ONS NOMOD
.WIDTH OUT=80

VDD | @ 5V
e+ THE FOLLOWING LINES DEFINE THE CIRCUIT.
M3 1 990D L=32U W=al L4
M4 9 | 8 @ E L=dl W=l .
M5 9 1@ 1S @ E L=al W=4al
M6 4 11 0 0 E Lsul W=dl
M7 1 440D L=32t W=l u8
| i

E
CPAR 11 @ .192PFARADS
RPAR 15 11 1.2KOHMS

VIN 10 © PULSE (DV SV 20NS ONS ONS 100NS 180NS)
VPRE 14 @ PULSE OV SV ONS ONS ONS 15NS 100KS)
.TRAN .2NS 40NS

.EkOT TRAN V(i) Vi) V(1) VU4 ev,5v)

.END

SPICE #2: On-Chbip Shift

SPICE 82 -- ON-CHIP SHIFT

SPICE 2¢.2 (1SAPR8I} 13:58: 08/13/8;

i i i i i | i i i i
| S RS W W B S e
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L L 1 | i H
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SPICE #3: EXCHIN/EXCHOUT Rippie

jesesssepr/|3/82 seesssse SPICE 2G.2 (1SAPRS D) e00e000013.44:46%000¢
@ SPICE #3 -- EXCHIN/EXCHOUT RIPPLE
aeees INPUT LISTING TEMPERATURE =  27.000 DEG C

e..ooo...o!o'ooooaoooc0000000.00"0000000000000.looool‘caoooloo'coootco.

ee THE FOLLOWING LINES DEFINE THE NMOS MODELS AND VDD.
_MODEL E NMOS(VTQ:.9 NSUB=2E15 TOX=.1U V02860 XQC=.5

+LEVEL»2 YMAX:1ES CGSO=245P CGDO2245P) .

JMODEL D NMOS(VTO=-3.2 NSUB=2E1S TOX=. U UOs800 XQC=.5 vdd
+LEVEL=2 VMAXz1ES CGS0=24SP CGDO=245P) l 1
.OPTIONS NOMOD

.WIDTH OUT=80
VDD 1 8 5V

FOLLOWING LINES DEFINE THE CIRCUIT.

E L24U W=dl

E L=dU W=4L

E L=4U ¥4l

D L=32U W=4U

E L=al Weal

D L=32U W=4U

E L=3U W=4U VIN

OKOHMS
.4800PFARADS 1C=0.0V
VIN 2 O PULSE (@V SV BNS ONS ONS 460NS 8OONS)

.TRAN 18NS 100ONS
"PLOT TRAN V(8) V{2) (@vV,5V)

.END SPICT #3: EXCHIN/EXCHOUT Ripple

DUNIONY———1Nn
ONDODIHEW
DLODODPOOD

SPICE #3 -- EXCHIN/EXCHOUT RIPPLE

SPICE 2C.2 (15APR81) 13:44; 98-13/82
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SPICE #4: Phase 2 Signals

|sssacseqg/|3/82 sosseres SPICE 2G.2 (15APR8D)

@ SPICE »4 ~-- PHASE 2 SIGNALS
INPUT LISTING

0..00"!.'.'..000000"0.0000!0

seosveeS 13:%:330..00

Qesee

TENPERATURE =  27.000 DEG C

.DOQ.OO...Q.O'I.QOC.0.0000.I..‘Q...OOQOO"

ee THE FOLLOWING LINES DEFINE THE NMOS MODELS AND VDD.
_MODEL £ NMOS(VTQx.9 NSUB=2E15 TOX=. U U0=800 XQC=.5

M LEVEL=2 VMAXs IES CGSOs235P CGDO=245P) vdd
L D KMOS (VT0a-3.2 NSUB=2E15 TOX: 1U U0=860 XQC=.5
NLEVEL=2 VMAX= |ES CGS0:245P CGDO=245P) IS
_OPT10NS NOMOD
‘WIDTH OUT=80
VDD | @ SV wz M
10 K
e THE FOLLOWING LINES DEFINE THE CIRCUIT. 2 : 5
Ml 3200 E L=ay weat
M2 13360DL=16L ¥ 2 1.4 PF
¥3 4 380EL= "] N3
M4 1 24080 VIN L-l
RPAR 4 S 19KOHMS 0
CPAR 5 @ 1.4PFARADS .
VIN 2 @ PULSE (BV SV @NS BNS ONS 40ONS SOONS) SPICE #4; Phase 2 Signais
"TRAN 1ONS IGOONS
"PLOT TRAN V(S) V(2) (BV,5V)
.END
SPICE ®4 -- PHASE 2 SIGNALS
_SPICE 26.2 (15APR8I) 13:36: 88/13/82
| ‘ ; 1 i ‘./_J_,_—-J —W | i i i ,:
i—“‘?’ . : . } -
Co v !\ | ' d
N V(5] : t Vs
4.0 p— ) ; : 7
C / , \ | !
1 3 7
i : |
1 “ ,
! 1 L\ ! i
‘ i ] i ; :
| / ' \ A L
2.8 : t ‘! : d
! LA | L / ; L
) [’ | \\ ! i ' / ! i 5
/ | AN | ] 1
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‘ L
' H H T P '
i i " i ] { i i i i
%-%.2 6.2 6.4 0.6 °.0 1.0
187



SPICE #5: EXCH Signal Return
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saseseen (. (32600000

|sesesespg/|3/82 eessssss SPICE 2G.2 ¢1SAPR81)

® SPICE #5 -- EXCH SIGNAL RETURN
Qesse INPUT LISTING

e..'...Q....l‘...0...'..'.‘..0‘00‘....

TEMPERATURE = 27.000 DEG C

0...0.0..'.0.000..'.I'OOQOQOICOOOQ

ss THE FOLLOWING LINES DEFINE THE NMOS WODELS AND VDD.
_MODEL E NMOSiVTQ=.9 NSUB=2E15 TOX=.ll 10=8060 XQC=.5

+LEVEL=2 VMAX:=lES CGS0=245P CCDO=24

.MODEL D NMOS(VTOx=-3.2 NSUB=2E15 TOX=.
+LEVEL=2 VMAX=IES CGS02245P CGDO=245P)

.OPTIONS NOMOD
,WIDTH OUT=80

VDD | 8 SV

e+ THE FOLLOWING LINES DEFINE THE CIRCUIT.
M) 3260 E Lsal W=dU

M2 1 336D L:i6U W=4U

M3 4 300 E L=ay W=dl

M4 1 240D L=16L W=al

RPAR 4 S 8.6KOHMS

CPAR S © |.6PFARADS

5P}

iU U0=80@ XQC=.5

VIN 2 @ PULSE (BV SV NS @NS ONS 400NS 80ONS)

.TRAN 1ONS 1000ONS
.EhgT TRAN V(5) V(2) (@V,5V)

SPICE 85 -- EXCH SIGNAL RETURH

SPICE 2C.2 (1GAPR81)

SPICE #5 IXCH Sigoai Return

143:13: 88-13/82

!r ///—/F—-T\ T
Y L1 Dt | i -
L/ i L/
a f / g \ ! /
! 2.9 ! / i ‘ : }
'/ | /
| L\ /
/ ! / |
‘ v

'
] . i

0.4 8.8

TINE

s 1.0
1a”®



