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#### Abstract

Connections between proportional hazard and transformation models are explored and exploited. It is shown that under certain assumptions, the transformation model is doubly adaptive in the sense that the linear model parameters can be estimated with full efficiency when both the transformation and error distribution are unknown.
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1. Introduction
(a) Transformation models

The independent random variables $Y_{1}, \ldots, Y_{n}$ are said to follow a linear transformation model if for some transformation $h$,

$$
\begin{equation*}
h\left(Y_{i}\right)=\underset{\sim}{\beta x} x_{i}+\sigma \varepsilon_{i}, \quad i=1, \ldots, n \tag{1}
\end{equation*}
$$

where $\underset{\sim}{x}{ }_{i}^{\prime}=\left(x_{i}, \ldots, x_{i p}\right), i=1, \ldots, n$, are known constants, $\underset{\sim}{\beta}=\left(\beta_{1}, \ldots, \beta_{p}\right)$ is a vector of regression parameters and $\varepsilon_{1}, \ldots, \varepsilon_{n}$ are i.i.d. with distribution $F$. Some common choices of $h$ are $h(y)=y^{\lambda}, h(y)=\operatorname{sign}(y)|y|^{\lambda}$,

$$
\begin{aligned}
h(y) & =\frac{y^{\lambda}-1}{\lambda}, \quad \lambda \neq 0 \\
& =\log y, \quad \lambda=0 .
\end{aligned}
$$

See for instance Tukey (1957), Box and Cox (1964), and Bickel and Doksum (1981).
(b) The proportional hazard model as a transformation model

Suppose $Y_{i}$ is a survival time with distribution $F_{i}$ and hazard rate $\lambda_{i}=f_{i} /\left[1-F_{i}\right], i=1, \ldots, n$. The Cox proportional hazard model is

$$
\begin{equation*}
\lambda_{i}(t)=\Delta_{i} \lambda(t), \text { some } \lambda(t), \text { where } \Delta_{i}=\exp \left(\underset{\sim \sim}{\beta} x_{i}\right) \tag{2}
\end{equation*}
$$

An equivalent form of this model is the Lehmann (1953) form

$$
F_{i}(t)=1-\left[1-F_{0}(t)\right]^{\Delta_{i}} \text {, where } F_{0}(t)=1-\exp \left[-\int_{0}^{t} \lambda(x) d x\right]
$$

It follows that

$$
\begin{equation*}
\log \left\{-\log \left[1-F_{0}\left(Y_{i}\right)\right]\right\} \stackrel{d}{=}-\underset{\sim}{\beta x} \mathfrak{i}+\varepsilon_{i} \tag{3}
\end{equation*}
$$

where the $\left\{\varepsilon_{\mathbf{i}}\right\}$ are i.i.d. with distribution $1-\exp \left(-e^{t}\right)$ and $\xlongequal{d}$ means "distributed as." In other words, the proportional hazard model is a transformation model where after the transformation

$$
h\left(Y_{i}, F_{0}\right)=\log \left\{-\log \left[1-F_{0}\left(Y_{i}\right)\right]\right\}
$$

with parameter $F_{0}$, the transformed data follows a parametric linear model. Estimation of $\underset{\sim}{\beta}$ is achieved by maximizing a partial (Cox (1972), (1975)) or marginal (Kalbfleisch and Prentice (1973)) likelihood which does not depend on $F_{0}$ (or h). Once an estimate is available for $\underset{\sim}{\beta}$, an estimate of $F_{0}$ can be obtained.

## (c) Partial likelihoods

The partial likelihood idea can be applied to the transformation model (1) with $h$ increasing but otherwise unknown, and $F$ continuous. As in the proportional hazard model without censored data, the partial likelihood for $\underset{\sim}{\beta}$ is equivalent to the likelihood of the rank vector $\left(R_{1}, \ldots, R_{n}\right)$ where $R_{i}=\operatorname{Rank}\left(Y_{i}\right)=\operatorname{Rank}\left(h\left(Y_{i}\right)\right)$. Thus we estimate $\underset{\sim}{\beta}$ by maximizing the likelihood

$$
L(\underset{\sim}{\beta})=P\left(R_{1}=r_{1}, \ldots, R_{n}=r_{n}\right) .
$$

The case where $F$ is standard normal (Box and Cox (1964)) and $\sigma$ is known, but $h$ is unknown will be considered first. Later, the cases $F$ not normal but known, and $F$ unknown will be considered, as well as the problem of estimating $h$ and $\sigma^{2}$.

## 2. Partial likelihood for a nonparametric Box-Cox model

We consider the model (1) with $F$ standard normal and with $h$ an arbitrary function increasing on the range of the $Y_{i}$. It is clear
that since

$$
\operatorname{Rank}\left(h\left(Y_{i}\right)\right)=\operatorname{Rank}\left(a+b h\left(Y_{i}\right)\right) \text { for all } a \text {, and } b>0
$$

we cannot use the partial likelihood to estimate the location of $h\left(Y_{i}\right)$ or the scale of $h\left(Y_{i}\right)$. When applying the partial likelihood (Cox $(1972,1975))$ to the proportional hazard model (2), the same problem occurs. In this model, the intercept parameter is set equal to zero. Moreover $\operatorname{Var}\left(h\left(Y_{i}, F_{0}\right)\right)=\operatorname{Var}\left(\varepsilon_{i}\right)$ in (3) is necessarily equal to one. We will do the same, that is, in model (1) we set $\mu=E\left(h\left(Y_{i}\right)\right)=0$ and $\operatorname{Var}\left(h\left(Y_{i}\right)\right)=\sigma^{2}=1$. In other words, our mode1 expresses a linear relationship between the covariates $x_{1}, \ldots, x_{p}$ and the dependent variable when the dependent variable is measured on a scale $h(Y)$ with mean zero and variance one. The intercept parameter is zero and $\sum_{i=1}^{n} x_{i j}=0, j=1, \ldots, p$. Moreover, we assume that $[\underset{\sim}{x} \cdot \underset{\sim}{x}]^{-1}$ exists, where $\underset{\sim}{x}=(\underset{\sim}{x}, \ldots, \underset{\sim}{\prime}, \ldots)^{\prime}{ }^{\prime}$ is the design matrix.

There is a connection between our model and the path analysis and structural equation models of genetics and economics, e.g. Wright (1968), Duncan (1975), and Johnson and Wichern (1982). To see this, reparametrize by dividing each $x_{i j}$ by $\left(n^{-1} \sum_{i=1}^{n} x_{i j}^{2}\right)^{1 / 2}$. Now the model is

$$
h\left(Y_{i}\right)=\sum_{j=1}^{p} t_{i j} \theta_{j}+\varepsilon_{i}
$$

where $t_{i j}=x_{i j} /\left(n^{-1} \sum_{i=1}^{n} x_{i j}^{2}\right)^{1 / 2}$ and $\theta_{j}=\beta_{j}\left(n^{-1} \sum_{i=1}^{n} x_{i j}^{2}\right)^{1 / 2}$. In this equation, $h\left(Y_{i}\right) ; t_{i}, \ldots, t_{i p}$ and $\varepsilon_{i}$ all are measured on scales with mean zero and variance 1 . Note that we can write

$$
\theta_{j}=\beta_{j} \frac{\left(n^{-1} \sum_{i=1}^{n} x_{i j}^{2}\right)^{1 / 2}}{\left(\operatorname{Var}\left(h\left(Y_{i}\right)\right)^{1 / 2}\right.}
$$

Thus $\theta_{j}$ is a "correlation" between $h(Y)$ and the $j{ }^{\text {th }}$ covariate when the $j^{\text {th }}$ covariate is regarded as non-random. In the multivariate case where the covariates $x_{1}, \ldots, x_{p}$ are regarded as random, a connection between the $\theta^{\prime}$ s and (multiple) correlation still exists.

From Hoeffding (1950) and Terry (1952) we find that the partial or rank likelihood is

$$
L(\underset{\sim}{\beta})=E\left\{\exp \left[\frac{-1}{2} \sum_{i=1}^{n}\left[\left(z^{\left(r_{i}\right)}-\underset{\sim}{\beta x}\right)^{2}-z_{i}^{2}\right]\right]\right\}
$$

where $\left(Z_{1}, \ldots, Z_{n}\right)$ is a standard normal sample and $\left(Z^{(1)}<\cdots<Z^{(n)}\right)$ is the order statistics vector for this sample. We turn to two approximations of $L(\underset{\sim}{\beta})$ :
(a) An order bootstrap

Using the Law of Large Numbers, we can approximate $L(\underset{\sim}{\beta})$ by

$$
\hat{L}_{M}(\underset{\sim}{\beta})=\frac{1}{M} \sum_{j=1}^{M} \exp \left[\frac{-1}{2} \sum_{i=1}^{n}\left[\left(z_{j}\left(r_{i}\right)-\underset{\sim}{\beta x}\right)^{2}-z_{j i}^{2}\right]\right]
$$

where $\left(Z_{j}, \ldots, Z_{j n}\right), j=1, \ldots, M$, are independent standard normal samples and $Z_{j}^{(1)}<\cdots<Z_{j}^{(n)}, j=1, \ldots, M$, are their corresponding order statistics.

This is a resampling scheme different from the bootstrap. The bootstrap method (Efron (1979)) is based on resampling from the empirical distribution which is determined by order statistics from the original data and does not use its order. The resampling scheme introduced above introduces new order statistics in each new sample but arranges them in the same order as the original data. This procedure
has to be implemented on the computer. It is recommended to find the values $\underset{\sim}{\hat{\beta}} M$ that maximize $\hat{L}_{M}(\underset{\sim}{\beta})$ for $M=50,100,150$, etc. and to stop when there is practically no change from one $M$ to the next. (b) A local approximation Let ${\underset{\sim}{i}}^{u_{i}} \underset{\sim}{\beta x}{\underset{\sim}{i}}_{j}$ be the mean of $Y_{i}$. We consider the parameter set
$B_{n}=\left\{\underset{\sim}{\beta}: \sum_{i=1}^{n}\left(\mu_{i}-\bar{\mu}\right)^{2} \leq K^{2}, \max _{1 \leq i \leq n}\left|\mu_{i}-\bar{\mu}\right| \rightarrow 0\right\}$ where $K^{2}$ is a constant not dependent on $n$, while $\underset{\sim}{\beta}, \mu_{i}$ and $p$ may all depend on $n$ although this is surpressed in the notation.

Note that in our parametrization, $\bar{\mu}=0$ so we can write

$$
B_{n}=\left\{\underset{\sim}{\beta}: \sum_{i=1}^{n} \mu_{i}^{2} \leq k^{2}, \max _{1 \leq i \leq n}\left|\mu_{i}\right| \rightarrow 0\right\}
$$

The claim is that the parameter set $B_{n}$ is of interest and is important; however, this is not meant to imply that the more usual parameter spaces such as $R^{p}$ or a p-dimensional rectangle are not at least as important.

The parameter set $B_{n}$ contains those parameter values where it is hard to distinguish between means $\mu_{i}$ and we need to do a good job of estimating these means. For instance, in the two sample cases with the usual appropriate choice of the $x$ 's, we have $\beta=\mu_{1}-\mu_{2}$ and

$$
B_{n}=\left[-\left(\frac{n}{n_{1} n_{2}}\right)^{1 / 2} K,\left(\frac{n}{n_{1} n_{2}}\right)^{1 / 2} K\right]
$$

where $n_{1}$ and $n_{2}$ are the sample sizes for the first and second samples, respectively.

Similarly, for linear regression with $\mu_{i}=\beta x_{i}$, we have

$$
B_{n}=\left[-K /\left(\sum x_{i}^{2}\right)^{1 / 2}, K /\left(\sum x_{i}^{2}\right)^{1 / 2}\right] .
$$

Suppose that $\hat{\mu}_{\mathfrak{i}}$ is an estimate of $\mu_{\mathfrak{i}}$, that $\hat{\sigma}\left(\hat{\mu}_{\mathfrak{i}}\right)$ is an estimate of the standard error of $\hat{\mu}_{i}, i=1, \ldots, n$, and suppose that

$$
\hat{\mu}_{i} \pm 1.96 \hat{\sigma}\left(\hat{\mu}_{i}\right) \quad \text { and } \quad \hat{\mu}_{j} \pm 1.96 \hat{\sigma}\left(\hat{\mu}_{j}\right)
$$

are two interval estimates of $\mu_{i}$ and $\mu_{j}$ with approximate confidence coefficients $95 \%$. If $\underset{\sim}{\beta} \in B_{n}$, then these two intervals will typically continue to overlap as $n$ increases. Moreover, they shrink down to the same point.

On the other hand, if $\underset{\sim}{\beta} \notin B_{n}$ and $\mu_{i}$ and $\mu_{j}$ are fixed, then the intervals will shrink down to two separate points as $n \rightarrow \infty$ for any reasonable estimates $\hat{\mu}_{i}$ and $\hat{\mu}_{j}$ not necessarily asymptotically optimal. Thus in this case, any two reasonable estimates will perfectly distinguish between $\mu_{i}$ and $\mu_{j}$ in the limit, while for $\underset{\sim}{\beta} \in B_{n}$, this is not the case and we really need to develop good estimates.

An objection to the above argument may be that when $\mu_{i}$ and $\mu_{j}$ are close, it is not that important to distinguish between them. This is why the fixed $\mu_{i}$ parameter space is at least as important as $B_{n}$.

In any case, we will need to check that the results obtained using $B_{n}$ leads to good approximations for finite sample sizes. Here an approximate ballpark rule is that it does so for parameter values where the power of the level .05 likelihood ratio test of $H_{0}: \beta_{1}=\cdots=\beta_{p}$ based on $h\left(Y_{i}\right)$ (assuming $h$ known) has asymptotic power at most .95. Thus for the two sample problem, we have approximately

$$
\beta \varepsilon\left[-\left(\frac{n}{n_{1} n_{2}}\right)^{1 / 2} 3.6,\left(\frac{n}{n_{1} n_{2}}\right)^{1 / 2} 3.6\right]
$$

For $n_{1}=n_{2}=20$, this interval is $[-1.14,1.14]$.

Similarly, for linear regression where $E\left(h\left(X_{i}\right)\right)=\beta x_{i}$, properties derived for the local parameter space should give good approximations when

$$
\beta \varepsilon\left[-3.6 /\left(\sum x_{i}^{2}\right)^{1 / 2}, 3.6 /\left(\sum x_{i}^{2}\right)^{1 / 2}\right] .
$$

We will return to this question later.
For the local parameter space $B_{n}$, a standard approximation to the partial or rank likelihood $L(\underset{\sim}{\beta})$ is available, e.g. Hoeffding (1950), Terry (1952), Hajek (1962), and Hajek and Sidak (1967). If we maximize this approximation, we find that the local partial likelihood estimate of $\underset{\sim}{\beta}$ is

$$
\begin{gathered}
\underset{\sim}{\hat{\beta}}=\underset{\sim}{C A} \\
\text { with } \underset{\sim}{C}=\left(c_{j i}\right)=\left[\underset{\sim}{X}{\underset{\sim}{X}}^{X}\right]^{-1} \underset{\sim}{X} \text { and } \underset{\sim}{A^{\prime}}=\left(a\left(r_{1}\right), \ldots, a\left(r_{n}\right)\right)
\end{gathered}
$$

where $a(1), \ldots, a(n)$ are the normal scores defined by $a(k)=E\left(Z^{(k)}\right)$, $z^{(k)}$ being the $k^{\text {th }}$ order statistic in a sample of size $n$ from $a$ $N(0,1)$ population. Again, dependence on $n$ has been surpressed in the notation.

Theorem 1. Let $\hat{\beta}_{j}$ denote the $j^{\text {th }}$ component of $\underset{\sim}{\hat{\beta}}$. If $\sum_{i=1}^{n} c_{j i}^{2} / \max _{1 \leq i \leq n} c_{j i}^{2} \rightarrow \infty$, then for $\underset{\sim}{\beta} \in B_{n}$,

$$
\frac{\hat{\beta}_{j}-\beta_{j}}{\left(\sum_{i=1}^{n} c_{j i}^{2}\right)^{1 / 2}} \xrightarrow{d} N(0,1) \text { as } n \rightarrow \infty
$$

Proof: According to Hajek (1962) and Hajek and Sidak (1967, p.216),

$$
\frac{\sum_{i=1}^{n}\left(c_{j i}-\bar{c}_{j}\right) a\left(R_{i}\right)-\mu_{c}}{\sigma_{c}} \xrightarrow{d} N(0,1)
$$

where, in our parametrization

$$
\bar{c}_{j \cdot}=\frac{1}{n} \sum_{i=1}^{n} c_{i j}=0
$$

and where

$$
\begin{aligned}
\mu_{c} & =\sum_{i=1}^{n} c_{j i}\left(\mu_{i}-\bar{\mu}\right) \int_{0}^{1}\left[\Phi^{-1}(u)\right]^{2} \\
& =\sum_{i=1}^{n} c_{j i} \mu_{i} \\
& =\beta_{j}
\end{aligned}
$$

Furthermore, $\sigma_{C}^{2}$ is given by

$$
\sigma_{c}^{2}=\sum_{i=1}^{n} c_{j i}^{2} \int_{0}^{1}\left[\Phi^{-1}(u)\right]^{2} d u=\sum_{i=1}^{n} c_{j i}^{2}
$$

It follows that an approximate $95 \%$ confidence interval for $\beta_{j}$ is

$$
\beta_{j} \stackrel{.95}{=} \hat{\beta}_{j} \pm 1.96\left(\sum_{i=1}^{n} c_{j i}^{2}\right)^{1 / 2}
$$

This looks deceptively simple. The price we pay is that the confidence coefficient $95 \%$ is only valid when the dependent variable is measured on a scale $h\left(Y_{i}\right)$ with variance 1. On the other hand, the interval can be used to test $H_{0}: \beta_{j}=0$ : The test which rejects $H_{0}$ when 0 is not in the interval has approximate level $\alpha=.05$. Finally, note that estimation of $h$ and scale and their effect on $\hat{\beta}_{j}$ will be treated later.

For the correlation type parameter $\theta_{j}$, the approximate $95 \%$ confidence interval is

$$
\theta_{j} \cdot \stackrel{95}{=} \hat{\theta}_{j} \pm 1.96\left(\left(\frac{1}{n} \sum_{j=1}^{n} x_{i j}^{2}\right)\left(\sum_{i=1}^{n} c_{j i}^{2}\right)\right)^{1 / 2}
$$

where $\hat{\theta}_{j}=\hat{\beta}_{j}\left(n^{-1} \sum_{i=1}^{n} x_{i j}^{2}\right)^{1 / 2}$. This interval is valid when $x_{1}, \ldots, x_{p}$ and $h\left(Y_{i}\right)$ are measured on scales with mean zero and variance 1. When $p=1$, the above interval reduces to

$$
\theta_{j} .95 \hat{\theta}_{j} \pm 1.96 / \sqrt{n}
$$

which coincides with the approximate confidence interval for the correlation coefficient $\rho$ between $X$ and $h(Y)$ near $\rho=0$. Another consequence of the result is that $\hat{\beta}$ is asymptotically optimal for all $h$. In fact, if we consider the UMVUE (uniformly minimum variance unbiased estimate) $\tilde{\beta}_{j}$ based on $h\left(Y_{i}\right), i=1, \ldots, n$, which coincides with the MLE and LSE and is given by

$$
\tilde{\beta}_{j}=\sum_{i=1}^{n} c_{j i} h\left(Y_{i}\right),
$$

then $\tilde{\beta}_{j}$ is normally distributed with mean $\beta_{j}$ and has exactly variance $\sum_{i=1}^{n} c_{j i}^{2}$, which is the asymptotic variance of the local partial likelihood estimate (LPLE) $\hat{\beta}_{j}$. It follows that $\hat{\beta}_{j}$ is adaptive in the sense of Bickel (1980), even though it can be computed without estimating $h$.

It can also be shown that

$$
\frac{\hat{\beta}_{j}-\tilde{\beta}_{j}}{\sqrt{\sum_{i=1}^{n} c_{j i}^{2}}} \xrightarrow{P} 0
$$

and that the above results can be extended to $\underset{\sim}{\hat{\beta}}$ and to linear parameters $\alpha=\sum a_{j} \beta_{j}$ as in Huber (1973, 1981).

Remarks
(a) It follows from Hajek and Sidak (1967) that the results of this section continue to hold if we replace the normal scores $a(k)$ by the approximate normal scores

$$
a_{A}(k)=\Phi^{-1}\left(\frac{k}{n+1}\right), \quad k=1, \ldots, n
$$

which are much more readily available. Similarly, it follows from the results of Bell and Doksum (1963) that the results hold if we replace the $a(k)$ by standard normal order statistics $Z^{(k)}$. The advantage of using $Z^{(k)}$ is that the resulting estimates $\hat{\beta}_{j}$ are nearly normally distributed. It is recommended that several independent order statistics vectors $Z_{i}^{(1)}<\ldots<Z_{i}^{(n)}, i=1, \ldots, M$, be used. For each vector, an estimate of $\beta_{j}$ is formed and then $\hat{\beta}_{j M}$ is the average of these $M$ values. Try $M=10,20$, etc. and stop when there is little change in $\hat{\beta}_{j M}$ as $M$ changes to the next higher value. This is a local version of the resampling procedure in Section 2(a).
(b) The estimates introduced in Section 2(b) and Remark (a) above can be used as starting points for iterative procedures when maximizing $\hat{L}_{M}(\underset{\sim}{\beta})$ of Section 2(a).
(c) Suppose we compute $\underset{\sim}{\hat{\beta}}$ as in Section 2(b) and then compute $\underset{\sim}{\hat{\mu}}=\underset{\sim}{X} \hat{\beta}$. If $\|\underset{\sim}{\underset{\sim}{\mu}}\|=\left(\sum_{i=1}^{n} \hat{\mu}_{i}^{2}\right)^{\frac{3}{2}}>3.6$, then this is an indication that $\underset{\sim}{\beta}$ is not in the local parameter set and we need to use the estimate of Section 2(a).
(d) The approach of this section can be used to find conditions for the adaptability of Cox's partial likelihood estimates.
(e) It can also be used to find conditions for the adaptability of the Box-Cox estimates. That is, in the terminology of the transformation controversy, conditions under which, in the asymptotics, no allowance needs to be made for the estimation of the transformation parameter.
(f) Conditions under which $\underset{\sim}{\hat{\beta}}$ can be estimated efficiently when both $h$ and $F$ are unknown can be established.
(g) Estimation $F, h$ and $\sigma^{2}$ will be considered in a forthcoming paper.
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