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## 1. Introduction.

Let $\left\{N_{t}, F_{t}, t \geq 0\right\}$ be a (univariate) point process. The intensity $\left\{\lambda_{t}, t \geq 0\right\}$ of $N$ is assumed multiplicative, in the sense that

$$
\begin{equation*}
\lambda_{t}=\alpha_{t} Z_{t} \tag{1.1}
\end{equation*}
$$

Here $Z_{\mathrm{t}}$ is a non-negative adapted process and $\alpha \in \mathbf{A}$, an infinite dimensional collection of a non-negative right continuous (non-random) functions on $[0, \infty$ ) satisfying $\int_{0}^{t} \alpha_{s} \mathrm{ds}<\infty$. The parameter $\alpha \in \mathbf{A}$ is unknown, and the statistical problem, roughly speaking, is to estimate the integral $\int_{0}^{\mathrm{t}} \alpha_{\mathrm{s}} \mathrm{ds}$ on some interval, say $0 \leq \mathrm{t} \leq 1$. See section 2 for a more precise description; see, e.g., Jacobsen, 1982, for basic facts about this multiplicative intensity model.

The Aalen estimate of $\mathrm{A}(\alpha ; \mathrm{t}) \equiv \int_{0}^{t} \alpha_{s} \mathrm{ds}$ is the process

$$
\begin{equation*}
\hat{A}(t)=\int_{0}^{t}\left(Z_{s}\right)^{-1} I\left\{Z_{s-}>0\right\} N(d s), 0 \leq t \leq 1 \tag{1.2}
\end{equation*}
$$

These estimates are attractive because of their asymptotic normality and their easy computability. There is some work (Jacobsen, 1982, p. 148 ff and Karr, 1988) to show that they are similar to maximum likelihood estimates. The present paper shows that they are also quite similar to the empirical cdf as it is used in problems involving iid observations.

The MLE in classical parametric problems, and the empirical cdf, share an asymptotic optimality called the local asymptotic minimax (LAM) property. In the parametric case this property roughly amounts to the assertion that, among all possible estimates of the parameter, the MLE has smallest asymptotic variance. The assertion for the empirical cdf is analogous: among all estimates of the underlying cdf, the empirical cdf has the "smallest asymptotic risk". Thus LAM is an efficiency property. In section 2, we prove that, in an appropriate framework, the Aalen estimators are LAM in a sense very close to that of the empirical cdf.

The MLE's in classical parametric problems and the empirical cdf, share another efficiency property, called a convolution theorem. In the MLE case, this asserts essentially that the asymptotic distribution of the MLE is always "less spread out" than the asymptotic distribution of any other regular estimate of the parameter. A similar result, due to Beran 1977, holds for the empirical cdf. In section 3, we prove under
suitable conditions that a convolution theorem holds for $\hat{\mathrm{A}}$.
The empirical cdf can be used to construct confidence bands for the underlying cdf. One would like to use $\hat{A}$ similarly to construct confidence bands for $A(\alpha ; t) \equiv \int^{t} \alpha_{s} d s$. Such bands could then be used, e.g., for goodness of fit tests. The construction of such bands in the cdf case is eased considerably by the fact that the KolmogorovSmirnov statistic is distribution free, a convenience not shared by the present situation. None the less, in section 5 we provide two methods for constructing confidence bands for $\mathrm{A}(\alpha ; \cdot)$ which have correct asymptotic level. These bands are also shown to have an asymptotic efficiency property; this development utilizes a kind of LAM property for set valued estimates developed in Beran, Millar, 1985.

In a multiplicative intensity model it is often possible, as shown by Jacobsen, 1982, section 5.3, to construct estimators of the product limit type. The development of this paper automatically provides LAM results, a convolution theorem, and optimal confidence band constructions for these estimates as well. These results follow easily from more general results concerning the estimation of $\xi(\mathrm{A}(\alpha ; \cdot))$ where $\xi$ is a "differentiable" functional. Our development is designed to show the applicability of our results to the problem of optimally estimating $A(\alpha ; \cdot)$ when $\alpha$ is constrained e.g., assumed to be an increasing function. Section 4 gives two applications of our results to the problem of constrained estimation.

This introduction has emphasized the similarities between the problem of estimating a cdf and that of estimating $\mathrm{A}(\alpha ; \cdot)$. On the other hand, there are important differences other than mathematical complexity. Perhaps the most interesting difference is that, properly formulated (see section 2), the Aalen estimators in general estimate random functions, not deterministic ones. Such an estimation problem cannot fit into the Le Cam theory of experiments, (Le Cam, 1988) and, hence optimality results derived under that theory do not typically extend to this more general framework. The method described here (cf section 2 ) is to make the randomness in the effective parameter disappear asymptotically; such a phenomenon holds in a number of practical examples. On the other hand, this device is far from being generally satisfactory. Indeed, the development of a general LAM theory for optimally estimating random parameters is an important problem which will be discussed elsewhere.

The developments of this paper require several results from the theory of Aalen processes, and a good deal of abstract LAM theory for infinite dimensional parameter sets. To shorten the exposition, we shall refer the reader to the appropriate sections of Jacobsen, 1982, for the former, and to sections in Millar, 1983, for the latter. The recent monograph of Karr, 1986, could also be used for background on Aalen processes.

## 2. LAM property.

Let $\left\{\mathrm{N}_{\mathrm{n}, \mathrm{t}} \mathrm{F}_{\mathrm{n}, \mathrm{t}}, 0 \leq \mathrm{t} \leq 1\right\}, \mathrm{n}=1,2, \ldots$, be a sequence of (univariate) Aalen processes; the intensity of $N_{n}$ is then of the form

$$
\begin{equation*}
\lambda_{\mathrm{n}, \mathrm{t}}=\alpha_{\mathrm{t}} \mathrm{Z}_{\mathrm{n}, \mathrm{t}} \tag{2.1}
\end{equation*}
$$

where $\alpha \in \mathbf{A}$, and, for each $\mathrm{n}, \mathrm{Z}_{\mathrm{n}, \mathrm{t}}$ satisfies the conditions given on pp . 115-116 of Jacobsen. In many applications, $\mathrm{N}_{\mathrm{n}}$ is the sum of n iid copies of a given process, in which case $Z_{n, t}$ is then a sum of iid processes. We shall, however, not make the iid assumption.

The Aalen parameter $\alpha \in \mathbf{A}$ does not completely specify the distribution of the process $\left\{\mathrm{N}_{\mathrm{n}, \mathrm{t}} \mathrm{t} \geq 0\right\}$. Let $\beta$ be another parameter with values in a normed space. We assume that the pair $(\alpha, \beta)$ determine the distribution of $\mathrm{N}_{\mathrm{n}}$. The necessity for introducing $\beta$, as well as an instance of such a $\beta$, are apparent in Example 4.2; see also Illustration 5.1. Let

$$
\begin{equation*}
P_{\alpha \beta}^{n}=\text { law of }\left\{N_{n, t}, 0 \leq t \leq 1\right\} \tag{2.2}
\end{equation*}
$$

when the intensity is given by (2.1). Expectation under $P_{\alpha \beta}^{n}$ will be denoted by $E_{\alpha \beta}^{n}$.
This section develops a LAM result in the neighborhood of a pre-selected point ( $\alpha_{0}, \beta_{0}$ ). In this development, the parameter $\beta$ can be ignored, so throughout this section and section 3, we shall for simplicity write $P_{\alpha}^{n}$ for $P_{\alpha, \beta_{0}}^{n}$, and $\mathrm{E}_{\alpha}^{\mathrm{n}}$ for $\mathrm{E}_{\alpha, \beta_{0}}^{\mathrm{n}}$. In section 4 , the role of $\beta$ becomes crucial, and so the notation (2.2) will resurface there.

Define for $\alpha \in \mathbf{A}$

$$
\stackrel{\circ}{\mathrm{A}_{\mathrm{n}}}(\alpha ; \mathrm{t})=\int_{0}^{\mathrm{t}} \alpha_{\mathrm{s}} \mathrm{I}\left\{\mathrm{Z}_{\mathrm{ns}}>0\right\} \mathrm{ds}
$$

The estimation problem is then usually defined as that of estimating the random process ${\stackrel{\circ}{A_{n}}}_{n}(\alpha ; t)$ on some interval, which we henceforth take to be $[0,1]$. Under the hypotheses given below, it turns out that $\stackrel{o}{\mathrm{~A}}_{\mathrm{n}}(\alpha ; \mathrm{t})$ is asymptotically equivalent to

$$
\begin{equation*}
A_{n}(\alpha ; t) \equiv \int_{0}^{t} \alpha_{s} I\left\{E_{\alpha}^{n} Z_{n s}>0\right\} d s \tag{2.3}
\end{equation*}
$$

a non-random function, and so we shall deal with $\mathrm{A}_{\mathrm{n}}(\alpha ; \cdot)$ throughout instead of $\stackrel{\circ}{\mathrm{A}_{n}}$. Justification for this appears in the proof of theorem 2.1. The reason usually given for estimating ${ }_{\mathrm{A}_{n}}^{\circ}$ instead of $\mathrm{A}_{\mathrm{n}}(\alpha ; \cdot)$ is that it is impossible to make inference about $\alpha$ on the set of time points $s$ where $Z_{n s}=0$. The Aalen estimator $\hat{A}_{n}(\cdot)$ is given by

$$
\begin{equation*}
\hat{A}_{n}(t)=\int_{0}^{t}\left(Z_{n, s-}\right)^{-1} I\left\{Z_{n, s-}>0\right\} N_{n}(d s) \tag{2.4}
\end{equation*}
$$

To formulate the LAM property, note first that $A_{n}(\alpha ; \cdot)$ and $\hat{A}_{n}(\cdot)$ both have values in the Banach space $L_{\infty}([0,1])$, the bounded real functions on $[0,1]$ with supremum norm. Denote the norm of $\mathrm{L}_{\infty}$ by $\|\cdot\|$. Let $l$ be a non-negative subconvex function on $L_{\infty}$, such as $l(x)=\|x\| \wedge a, x \in L_{\infty}$. Let $T_{n}$ be an estimator of $\mathrm{A}_{\mathrm{n}}(\alpha ; \cdot)$ available at stage $n$; it is assumed that $T_{n}$ is an $L_{\infty}$-valued random variable. If $\alpha \in \mathbf{A}$, then the risk at $\alpha$, if $T_{n}$ is our estimate, is

$$
\begin{equation*}
\mathrm{E}_{\alpha}^{\mathrm{n}} l\left\{\mathrm{a}_{\mathrm{n}}\left(\mathrm{~T}_{\mathrm{n}}-\mathrm{A}_{\mathrm{n}}(\alpha)\right)\right\} \tag{2.5}
\end{equation*}
$$

Here $\left\{a_{n}\right\}$ is a fixed sequence of numbers, $a_{n}<a_{n+1}$; in many examples, $a_{n}=n^{1 / 2}$. For convenience, assume from now on that $l$ is bounded and continous; this assumption is easily removed by familiar arguments.

To formulate the LAM result, fix $\alpha_{0} \in \mathbf{A}$ and define $\mathrm{D}(\mathrm{n}, \mathrm{c})=\mathrm{D}\left(\mathrm{n}, \mathrm{c}, \alpha_{0}\right)=\{\alpha \in \mathbf{A}$ : $\left.\left\|A_{n}(\alpha)-A_{n}\left(\alpha_{0}\right)\right\| \leq c_{n}^{-1}\right\}$. Let $T_{n}$ denote the collection of estimators of $A_{n}(\alpha)$ available at stage $n$.

THEOREM 2.1. (LAM) Assume (2.7) - (2.12) below. Then, if $\hat{\mathrm{A}}_{\mathrm{n}}(\cdot)$ is the Aalen estimate,

$$
\begin{aligned}
& \lim _{c \uparrow \infty} \lim _{n} \inf _{T \in T_{n}} \sup _{\alpha \in D(n, c)} E_{\alpha}^{n} l\left\{a_{n}\left(T-A_{n}(\alpha)\right)\right\} \\
& =\lim _{c \uparrow_{\infty}} \lim _{n \rightarrow \infty} \sup _{\alpha \in D(n, c)} E_{\alpha}^{n} l\left\{a_{n}\left(\hat{A}_{n}-A_{n}(\alpha)\right)\right\}
\end{aligned}
$$

The common value of the limit is characterized in proposition 2.1.
Here are the assumptions for theorem 1 , formulated for the fixed $\alpha_{0}$ above. The first two assumptions are triangular array variants of those in Jacobsen, sec. 5.2 (except we do not assume a product model); these two assumptions ensure the asymptotic normality of $\hat{A}_{n}$. To formulate them, let $\alpha_{n}$ denote a sequence in $\mathbf{A}$ such that for some $c$

$$
\begin{equation*}
\sup _{0 \leq t \leq 1}\left|\int_{0}^{t} \alpha_{n, s} d s-A_{n}\left(\alpha_{0} ; t\right)\right| \leq c a_{n}^{-1} \tag{2.6}
\end{equation*}
$$

Then we assume:
(2.7) there exists a non-decreasing continuous function $\Phi$ (depending on $\alpha_{0}$ ) with $\Phi_{0}=0$, such that for each $\mathrm{t}, 0 \leq \mathrm{t} \leq 1$

$$
\int_{0}^{t} \alpha_{n, s} a_{n}^{2}\left(Z_{n, s}\right)^{-1} I\left\{Z_{n, s}>0\right\} d s \rightarrow \Phi_{t}
$$

in $P_{\alpha_{n}}^{n}$ probability, whenever $\alpha_{n}$ satisfies (2.6).
(2.8) for all $\varepsilon>0$, all $t \in[0,1]$, whenever $\alpha_{n}$ satisfies (2.6),

$$
\lim _{n} E_{\alpha_{n}}^{n} \int_{0}^{t} \alpha_{n s} a_{n}^{2}\left(Z_{n s}\right)^{-1} I\left\{0<Z_{n, s}<a_{n} \varepsilon^{-1}\right\}=0
$$

Introduce a third assumption:
(2.9) whenever $\alpha_{n}$ satisfies (2.6)

$$
\lim _{n} a_{n} \int_{0}^{1} \alpha_{n s} I\left\{E_{\alpha_{n}}^{n} Z_{n s}>0\right\} P_{\alpha_{n}}^{n}\left\{Z_{n s}=0\right\} d s=0
$$

This assumption permits us to replace $\stackrel{0}{A}_{n}\left(\alpha_{n j}\right)$ by $A_{n}\left(\alpha_{n} ; \cdot\right)$ in the asymptotic arguments, as described earlier in this section.

Here is the fourth assumption:
(2.10) there is a real function q , on the interval $0 \leq \mathrm{s} \leq 1$, such that

$$
\begin{equation*}
\mathrm{a}_{\mathrm{n}}^{2} \int_{0}^{\mathrm{t}} \alpha_{\mathrm{ns}}\left(\mathrm{Z}_{\mathrm{ns}}\right)^{-1} \mathrm{I}\left\{\mathrm{Z}_{\mathrm{ns}}>0\right\} \mathrm{ds} \rightarrow \int_{0}^{\mathrm{t}} \alpha_{\mathrm{os}}\left(\mathrm{q}_{\mathrm{s}}\right)^{-1} \mathrm{I}_{\mathrm{s}} \mathrm{ds} \equiv \Phi_{\mathrm{t}} \tag{i}
\end{equation*}
$$

and also
(ii)

$$
a_{n}^{-2} \int_{0}^{t} \alpha_{n s} Z_{n, s} I\left\{Z_{n s}>0\right\} d s \rightarrow \int_{0}^{t} \alpha_{o s} q_{s} I_{s} d s \equiv \Psi_{s}
$$

where $I_{s}=1$ if $q_{s}>0, I_{s}=0$ if $q_{s}=0$.
The convergences above are in $\mathrm{P}_{\alpha_{n}}^{\mathrm{n}}$ probability. Assumption (2.10i) merely narrows (2.7) a bit. Part (ii) guarantees convergence of (in the sense of Le Cam) certain statistical experiments, and the 'symmetric' nature of the two limits allows one to relate this convergence to that of the Aalen estimator. In case $\mathrm{Z}_{\mathrm{n}}$ is the sum of iid copies of $Z$ and $a_{n}^{2}=n$, one gets $q_{s}=E Z_{s}$ by the law of large numbers, and so (2.10) holds under modest integrability conditions.

Our fifth assumption is:
(2.11) whenever $\alpha_{n}$ satisfies (2.6)

$$
\lim _{n} \int_{0}^{1}\left[I\left\{E_{\alpha_{n}}^{n} Z_{n s}>0\right\}-I_{s}\right]^{2} \alpha_{o s}\left(q_{s}\right)^{-1} I_{s} d s=0
$$

This assumption is technical: it allows locally the replacement of

$$
A_{t}^{n}(\alpha)=\int_{0}^{t} \alpha_{s} I\left\{E_{\alpha}^{n} Z_{n s}>0\right\} \text { ds by } \int_{0}^{t} \alpha_{s} I_{s} \text {, after certain preliminary reductions. }
$$

The final assumption is that $\alpha_{0}$ be a radial point of the parameter set $A$. To describe this concept, let $H$ be the Hilbert space of real functions on [ 0,1 ] with the $L^{2}$ norm given by the measure $\alpha_{0}(\mathrm{~s}) \mathrm{q}_{\mathrm{s}}^{-1} \mathrm{I}_{\mathrm{s}} \mathrm{ds}$, so if $\mathrm{h} \in \mathrm{H},|\mathrm{h}|_{\mathrm{H}}^{2}=\int \mathrm{h}(\mathrm{s})^{2} \alpha_{0}(\mathrm{~s})[\mathrm{q}(\mathrm{s})]^{-1}$
$\mathrm{I}(\mathrm{s})$ ds. In particular $\mathrm{h}(\mathrm{s})=\mathrm{h}(\mathrm{s}) \mathrm{I}(\mathrm{s})$, as elements of H . Then $\mathbf{A}$ is radial at $\alpha_{0} \in \mathbf{A}$ if, for each $h$ in a dense set $H_{0} \subset H$, the function $\alpha_{0}(s)+\alpha_{0}(s) a_{n}^{-1} h(s) q(s)^{-1} I(s)$ belongs to $\mathbf{A}$ for all sufficiently large $n$. This property asserts a sense in which $\alpha_{0}$ is not a "boundary point" of $\mathbf{A}$; it also ensures the "infinite dimensionality" of $\mathbf{A}$. Thus, the final assumption is
(2.12) $\alpha_{0}$ is radial in $\mathbf{A}$.

Remark. Assumption (2.6) can be weakened. An LAM result like Theorem (2.1) can be proved if, in (2.6), only $\alpha_{n}$ of the form $\alpha_{n}=\alpha_{0}+\alpha_{0}$ hqIa $_{n}^{-1}$ are used.
Having given the basic assumptions, we may now characterize the LAM lower bound in theorem 1.

Proposition 2.1. Under assumptions (2.7) - (2.12), the common value in theorem 1 is

$$
\mathrm{El}(\mathrm{X})
$$

where $\mathrm{X}=\left\{\mathrm{X}_{\mathrm{t}}, 0 \leq \mathrm{t} \leq 1\right\}, \mathrm{X}_{\mathrm{t}}=\mathrm{W} \circ \Phi_{\mathrm{t}}$, and $\mathrm{W}=\left\{\mathrm{W}_{\mathrm{s}}, \mathrm{s} \geq 0\right\}$ is standard Brownian motion on the line; $\Phi_{\mathrm{t}}$ was given in (2.7).

This proposition is immediate from the following
Proof of theorem 1: We first check that the second expression in theorem 1 is equal to $\mathrm{El}(\mathrm{X})$, defined in Proposition 2.1. Let $\alpha_{\mathrm{n}} \in \mathbf{A}$ satisfy (2.6). By (2.7), (2.8) and Rebolledo's CLT (Rebolledo, 1978; see also Jacobsen, p. 163) we find that

$$
a_{n}\left[\hat{A}_{n}(t)-\stackrel{\circ}{A_{n}}\left(\alpha_{n} ; t\right)\right], \quad 0 \leq t \leq 1
$$

converges in $L_{\infty}[0,1]$ to $\left\{X_{s}, 0 \leq s \leq 1\right\}$. Next, note that

$$
a_{n}\left\|\stackrel{\circ}{A}_{n}\left(\alpha_{n} ; \cdot\right)-A_{n}\left(\alpha_{n} ; \cdot\right)\right\| \rightarrow 0
$$

since this last display equals

$$
a_{n} \int_{0}^{1} \alpha_{n}(s) I\left\{Z_{n, s}=0\right\} I\left\{E_{\alpha_{n}}^{n} Z_{n s}>0\right\} d s
$$

which goes to zero by (2.9). Thus for every $\alpha_{\mathrm{n}}$ satisfying (2.6)

$$
a_{n}\left[\hat{A}_{n}(\cdot)-A_{n}\left(\alpha_{n} ; \cdot\right)\right] \Rightarrow X
$$

Since $\alpha_{n}$ could have been chosen to achieve the supremum over $D(n, c)$, it follows that the second expression in theorem 2.1 is $\mathrm{El}(\mathrm{X})$.

To finish the proof, it suffices to show that the first expression in theorem 1 exceeds $\mathrm{El}(\mathrm{X})$. Let H be the Hilbert space of real functions on $[0,1]$ introduced
before (2.12). Define a mapping $\tau: H \rightarrow C[0,1]$ by $(\tau h)(t)=\int_{0}^{t} h(s) \alpha_{0}(s) q^{-1}(s) I_{s} d s$. If $\tau^{*}$ is the adjoint of $\tau$, then integration by parts shows that if $m \in C^{*}[0,1]$, dual of $\mathrm{C}[0,1]$, then $\left(\tau^{*} \mathrm{~m}\right)(\mathrm{t})=\mathrm{m}\{[\mathrm{t}, 1]\}$; thus, $\left|\tau^{*} \mathrm{~m}\right|_{\mathrm{H}}^{2}$

$$
\begin{gathered}
=\int_{0}^{1} m[s, 1]^{2} \alpha_{s} q_{s}^{-1} I_{s} d s \\
=\iiint I_{[s, 1]}(u) I_{[s, 1]}(v) \alpha_{o s} q_{s}^{-1} I_{s} d s m(d u) m(d v) \\
=\iiint_{0}^{u \wedge v} \alpha_{o s} q_{s}^{-1} I_{s} d s m(d u) m(d v) \\
=\iint \Phi_{u \wedge v} m(d u) m(d v)
\end{gathered}
$$

by (2.10i). Thus ( $\tau, \mathrm{H}, \mathrm{B}$ ) , $\mathrm{B}=\overline{\tau \mathrm{H}}$ (closure in $\mathrm{C}[0,1]$ of the image of H under $\tau$ ) is an abstract Wiener space, and the standard normal $Q_{0}^{\infty}$ on $B$ is the law of $\mathrm{X}=\left\{\mathrm{X}_{\mathrm{t}}, 0 \leq \mathrm{t} \leq 1\right\}$; see Millar, 1983, Chs V, VI.
Let $\left\{\mathrm{Q}_{\mathrm{h}}^{\infty}, \mathrm{h} \in \mathrm{H}\right\}$ denote the Gaussian shift experiment for ( $\tau, \mathrm{H}, \mathrm{B}$ ). Then, for example, under $\mathrm{Q}_{0}^{\infty}$,

$$
\log \left(d Q_{n}^{\infty} / d Q_{0}^{\infty}\right)(x)=\int_{0}^{1} h(s) d x(s)-1 / 2|h|_{H}^{2}, \quad x \in B
$$

Next, consider the experiment $\left\{\mathrm{Q}_{\mathrm{h}}^{\mathrm{n}}, \mathrm{h} \in \mathrm{H}\right\}$, defined as follows. $\mathrm{Q}_{\mathrm{h}}{ }^{n}$ is the distribution of $\left\{N_{n t}, 0 \leq t \leq 1\right\}$ under $P_{\alpha_{n}}^{n}$, when $\alpha_{n}$ has the form

$$
\begin{equation*}
\alpha_{n s}=\alpha_{0 s}\left[1+h_{s} q_{s}^{-1} I_{s} a_{n}^{-1}\right], \quad 0 \leq s \leq 1 \tag{2.13}
\end{equation*}
$$

We shall argue that the experiments $\left\{Q_{h}, h \in H\right\}$ converge, in the sense of Le Cam, to $\left\{\mathrm{Q}_{\mathrm{h}}^{\infty}, \mathrm{h} \in \mathrm{H}\right\}$; see Millar, 1983, ChII for an exposition of this notion of convergence that is easily applicable to the present situation; a deeper development is Le Cam, 1986.

By (2.10ii) and Rebolledo's CLT,

$$
\begin{equation*}
a_{n}^{-1}\left\{N_{n, t}-\int_{0}^{t} \alpha_{0 s} Z_{n, s} d s ; 0 \leq t \leq 1\right\} \Rightarrow\left\{Y_{t}, 0 \leq t \leq 1\right\} \tag{2.13}
\end{equation*}
$$

where $Y_{t}=W \circ \psi_{t}$, and $\Psi$ was defined in (2.10ii). Let $\alpha_{n}=\alpha_{0}+\alpha_{0} \mathrm{hIq}^{-1} \mathrm{a}_{\mathrm{n}}^{-1} \equiv \alpha_{0}+\alpha_{0} \alpha_{1} \mathrm{a}_{\mathrm{n}}^{-1}$. Then using the form of the likelihood ratios for Aalen models (cf Jacobsen, ChIV), we find $\log d Q_{h}^{n} / \mathrm{dQ}_{0}^{\mathrm{n}}=\log \mathrm{dP}_{\alpha_{n}}^{\mathrm{n}} / \mathrm{dP}_{\alpha_{0}}^{\mathrm{n}}$

$$
=-a_{n}^{-1} \int_{0}^{1} \alpha_{0 s} \alpha_{1 s} Z_{n s} d s+\int_{0}^{1} \log \left[1+a_{n}^{-1} \alpha_{1 s}\right] d N_{n, s}
$$

$$
=a_{n}^{-1} \int_{0}^{1} \alpha_{1 s}\left[d N_{n, s}-\alpha_{0 s} Z_{n s} d s\right]-1 / 2 \int_{0}^{1} a_{n}^{-2}\left(\alpha_{1 s}\right)^{2} d N_{n, s^{*}}
$$

Because of (2.13), this converges to

$$
\begin{aligned}
& \int_{0}^{1} \alpha_{1 s} d Y_{s}-1 / 2 \int_{0}^{1}\left(\alpha_{1 s}\right)^{2} d \Psi_{s} \\
= & \int_{0}^{1} h(s)[q(s)]^{-1} I_{s} d Y_{s}-1 / 2 \int_{0}^{1}[h(s) / q(s)]^{2} d \Psi_{s} \\
= & \int_{0}^{1} h(s) d X_{s}-1 / 2 \int_{0}^{1}[h(s)]^{2} d \Phi_{s}
\end{aligned}
$$

using, e.g. Doob, 1953, p. .
Thus the $\log$ likelihoods of $\left\{\mathrm{Q}_{\mathrm{h}}^{\mathrm{n}}, \mathrm{h} \in \mathrm{H}\right\}$ converge to those of $\left\{\mathrm{Q}_{\mathrm{h}}^{\infty}, \mathrm{h} \in \mathrm{H}\right\}$. Since the likelihoods are asymptotically quadratic in the parameter h , this implies that the experiments converge in the sense of Le Cam.

The form of the LAM lower bound can now be deduced from the Hajèk-Le Cam theorem (Le Cam, 1972; Millar, 1983, chII). Indeed, since $\alpha_{0}$ is radial

$$
\mathrm{D}(\mathrm{n}, \mathrm{c}) \supset \mathrm{D}_{0}(\mathrm{n}, \mathrm{c})
$$

where $D_{0}(n, c)$ consists of all $\alpha$ of the form (2.13) having $\int_{0}^{1} \alpha_{0 s}\left|h_{s}\right| q_{s}^{-1} I_{s} \leq c, h \in H_{0}$. Moreover, for $\alpha$ of the form (2.13), hypothesis (2.11) implies that

$$
\begin{aligned}
A_{n}(\alpha ; \cdot) & =A_{n}\left(\alpha_{0} ; \cdot\right)+a_{n}^{-1} \int \alpha_{0 s} h_{s} q_{s}^{-1} I_{s} I\left\{E_{\alpha_{0}}^{n} Z_{n s}>0\right\} d s \\
& =A_{n}\left(\alpha_{0} ; \cdot\right)+a_{n}^{-1} \tau h+o\left(a_{n}^{-1}\right)
\end{aligned}
$$

Therefore

$$
\begin{aligned}
& \inf _{T \in T_{n}} \sup _{\alpha \in D(n, c)} \int l\left[\mathrm{a}_{\mathrm{n}}\left(\mathrm{~T}-\mathrm{A}_{\mathrm{n}}(\alpha ; \cdot)\right)\right] \mathrm{dP}_{\alpha}^{\mathrm{n}} \\
\geq & \inf _{\mathrm{T} \in \mathrm{~T}_{\mathrm{n}}} \sup _{\alpha \in \mathrm{D}_{0}(\mathrm{n}, \mathrm{c})} \int l\left[\mathrm{a}_{\mathrm{n}}\left(\mathrm{~T}-\mathrm{A}_{\mathrm{n}}(\alpha ; \cdot)\right)\right] \mathrm{dP}_{\alpha}^{n} \\
\geq & \inf _{\mathrm{T} \in \mathbf{T}_{\mathrm{n}}} \sup _{\mathrm{h}:|\tau \mathrm{h}| \leq \mathrm{c}} \int l[\mathrm{~T}-\tau \mathrm{h}] \mathrm{d}_{\mathrm{h}}^{\mathrm{n}}+\mathrm{o}(1) .
\end{aligned}
$$

By the asymptotic minimax theorem and the minimax value for a Gaussian experiment (e.g., Millar, 1983, chVI, p. 133), this last expression above is minimized in the limit (as $\mathrm{n} \rightarrow \infty$ and then $\mathrm{c} \uparrow \infty$ ) by $\mathrm{El}(\mathrm{X})$. (A completely detailed proof would use the argument on p. 147 of Millar, 1983, to justify interchanging $\lim _{c}$ and $\underset{n}{\lim .)}$ This com-
pletes the proof.

## 3. Functionals of the integrated Aalen parameter.

Let $\xi$ be a mapping defined on $\mathrm{L}_{\infty}[0,1]$ with values in some Banach space $\mathrm{B}_{2}$. The task is to estimate $\xi\left(\mathrm{A}_{\mathrm{n}}(\alpha ; \cdot)\right)$ (or $\xi\left(\stackrel{o}{\mathrm{~A}}_{\mathrm{n}}(\alpha ; \cdot)\right)$ ). Under regularity conditions on $\xi$ we show first that the natural estimator $\xi\left(\hat{\mathrm{A}}_{n}\right)$, where $\hat{\mathrm{A}}_{\mathrm{n}}$ is the Aalen estimate of section 2, is LAM (Proposition 3.1) and efficient in the sense of a convolution theorem (Proposition 3.2). These results are then applied to show that the "product limit" estimators associated with multiplicative intensity models are also LAM and convolutionefficient. The next section presents some illustrations of estimation problems when the Aalen parameter is subject to constraints.

To give the required smoothness property for $\xi$, fix $\alpha_{0}$, and bring in the Hilbert space $H$ of section 1. Again assume that $\alpha_{0}$ is radial, and let $H_{0}$ be the subset of $H$ given in the definition (cf., (2.12)). Define $\xi$ to be $\mathrm{H}_{0}$-differentiable at $\alpha_{0}$ if, for each $h \in \mathrm{H}_{0}$

$$
\begin{gather*}
a_{n}\left[\xi\left(A_{n}\left(\alpha_{n h}\right)\right)-\xi\left(A_{n}\left(\alpha_{0}\right)\right)\right]  \tag{3.1}\\
=\xi^{\prime} \circ \tau h+o(1)
\end{gather*}
$$

where $\xi^{\prime}$ is a continuous linear map of $\mathrm{L}_{\infty}[0,1]$ to $\mathrm{B}_{2}$ (depending on $\alpha_{0}$ only), and where $\alpha_{\mathrm{nh}}$ is an Aalen parameter of the form

$$
\begin{equation*}
\alpha_{0}+\alpha_{0} \mathrm{hq}^{-1} \mathrm{Ia}_{\mathrm{n}}^{-1} \tag{3.2}
\end{equation*}
$$

This differentiability condition is much weaker than Frêchet differentiability; however, the latter will suffice for the examples discussed in the next section. Let $T_{n}$ denote all estimators of $\xi\left(\mathrm{A}_{\mathrm{n}}(\alpha)\right)$ available at time n , and let $l$ be bounded and subconvex in $\mathrm{B}_{2}$.

Proposition 3.1: LAM. Assume the hypotheses of theorem 2.1, and that $\xi$ satisfies the differentiability hypothesis (3.1). Assume also that the range of $\xi^{\prime}$ is dense in $\mathrm{B}_{2}$. Then

$$
\lim _{c \uparrow \infty} \lim _{n \rightarrow \infty} \inf _{T \in T_{n}} \sup _{\alpha \in D(n, c)} \int l\left[a_{n}\left(T-\xi\left(A_{n}(\alpha)\right)\right)\right] d P_{\alpha}^{n} \geq E l\left(\xi^{\prime} \circ X\right)
$$

where $D(n, c), X$ are as in theorem 2.1. If

$$
\begin{equation*}
a_{n}\left[\xi\left(\hat{A}_{n}\right)-\xi\left(A_{n}\left(\alpha_{n}\right)\right)\right] \Rightarrow \xi^{\prime} \circ X \tag{3.3}
\end{equation*}
$$

under $P_{\alpha_{n}}^{n}$ whenever $\left\{\alpha_{n}\right\}$ is an arbitrary sequence such that $\alpha_{n} \in D(n, c)$, then $\xi\left(\hat{A}_{n}\right)$ is LAM in the sense that

$$
\lim _{c \uparrow \infty} \lim _{h \rightarrow \infty} \sup _{\alpha \in D(n ; c)} \int l\left[\mathrm{a}_{\mathrm{n}}\left(\xi\left(\hat{A}_{\mathrm{n}}\right)-\xi\left(\mathrm{A}_{\mathrm{n}}(\alpha)\right)\right)\right] \mathrm{dP}_{\alpha}^{\mathrm{n}}=\mathrm{E} l\left(\xi^{\prime} \circ \mathrm{X}\right) .
$$

The proof of proposition 3.1 appears in section 6.

Remarks 3.1. (a) The condition (3.3) is obviously satisfied if $\xi$ is Frêchet differentiable, or even compact differentiable (cf., Reeds, 1976). Condition 3.3 does not follow from the condition (3.1). As is familiar from experience, and as Reeds pointed out at some length, studying the differentiability properties of $\boldsymbol{\xi}$ will often not be the best way to establish (3.3).
(b) The requirement that the range of $\xi^{\prime}$ be dense in $B_{2}$ can be weakened. One can assume this range to be a complemented subspace of $B_{2}$, where the associated projection $\pi$ onto this range has norm $\leq 1$. In this case assume in addition that $l(x)=g(\|x\|)$ where $g$ is an increasing function, and $\left\|\|\right.$ is the norm of $B_{2}$. Then the LAM lower bound becomes $\mathrm{E} l\left[\pi \circ \xi^{\prime} \circ \mathrm{X}\right]$, and the LAM estimate, under regularity assumptions on $\xi$, becomes $\pi \circ \xi\left(\hat{\mathrm{A}}_{n}\right)$.
Let us turn next to a convolution theorem. Again fix the radial point $\alpha_{0}$ and bring in $\mathrm{H}_{0}$. Define an estimator $\mathrm{T}_{\mathrm{n}}$ of $\xi\left(\mathrm{A}_{\mathrm{n}}(\alpha)\right)$ to be $H_{0}$-regular if there is a probability $\mathrm{G}_{0}$ on $B_{2}$ such that for every $h \in H_{0}$ :

$$
\begin{equation*}
a_{n}\left[T_{n}-\xi\left(A_{n}\left(\alpha_{n h}\right)\right)\right] \Rightarrow G_{0} \tag{3.4}
\end{equation*}
$$

convergence in distribution under $\mathrm{Q}_{\mathrm{h}}^{\mathrm{n}}$. Here $\alpha_{\mathrm{nh}}$ is defined by (3.2). Let

$$
\begin{equation*}
v_{0} \equiv \text { distribution of } \xi^{\prime} \circ \mathrm{X} \tag{3.5}
\end{equation*}
$$

where X is defined in proposition (2.1).

Proposition 3.2: convolution. Assume the hypotheses of theorem 2.1, and that $\xi$ satisfies the differentiability hypotheses (3.1). Assume also that the range of $\xi^{\prime}$ is dense in $B_{2}$. Let $T_{n}$ be an $H_{0}$ a regular estimator with limit distribution $G_{0}$, as given by (3.4). Then there exists a probability $\mu$ on $B_{2}$ such that

$$
G_{0}=\mu * v_{0}
$$

If, in addition, (3.3) holds, then $\xi\left(\hat{\mathrm{A}}_{\mathrm{n}}\right)$ is an $\mathrm{H}_{0}$ regular estimate, and is efficient in the sense that its $\mu$ is unit mass at $0 \in B_{2}$.

The proof will be given in section 6.

Remarks 3.2. (a) Under the assumptions of Proposition 3.2, $\hat{\mathrm{A}}_{\mathrm{n}}$ is a regular estimate of $A, x ; \cdot)$, and so is efficient. Thus, the "convolution-efficiency" of $\xi\left(\hat{A}_{n}\right)$ hinges on properties of $\xi$ only - see Remarks 3.1, (a).
(b) If $\xi^{\prime}$ is not one-to-one, it is possible to get by with an even weaker notion of regularity. Let $\mathrm{H}_{00}$ be a subspace of $\mathrm{H}_{0}$, and define $\mathrm{H}_{00}$-regularity analogously to (3.4). Let $\xi$ be differentiable with respect to $\mathrm{H}_{00}$ (i.e., replace $\mathrm{H}_{0}$ by $\mathrm{H}_{00}$ in definition (3.1)). Let $\eta^{\perp}$ be the null space of the mapping $\xi^{\prime} \circ \tau$, and assume $\eta^{\perp} \supset \mathrm{H}_{00}$. Then the conclusion of proposition 3.2 continues to hold.

The foregoing results provide a simple way to establish the asymptotic optimality of the so-called product limit estimators. To see this, take $\xi: L_{\infty}[0,1] \rightarrow L_{\infty}[0,1]$ as follows: if $g \in L_{\infty}[0,1]$,

$$
\begin{equation*}
\xi(\mathrm{g})(\mathrm{t})=\exp \{-\mathrm{g}(\mathrm{t})\}, \quad \mathrm{t} \in[0,1] . \tag{3.6}
\end{equation*}
$$

Then $\xi$ is differentiable (in the sense of Frêchet), with derivative at $g_{0} \in L_{\infty}$ given by

$$
\begin{align*}
\xi^{\prime}(\mathrm{g})(\mathrm{t}) & =\xi^{\prime}\left(\mathrm{g}_{0} ; \mathrm{g}\right)(\mathrm{t})  \tag{3.7}\\
& =-\mathrm{g}(\mathrm{t}) \exp \left\{-\mathrm{g}_{0}(\mathrm{t})\right\} \quad \mathrm{t} \in[0,1]
\end{align*}
$$

The statistical problem addressed here is the estimation of

$$
\xi\left(A_{n}(\alpha ; \cdot)\right)
$$

as an element of $\mathrm{L}_{\infty}([0,1])$. By propositions (3.1), (3.2), an optimal estimate is $\xi\left(\hat{\mathrm{A}}_{\mathrm{n}}\right)$. On the other hand, a currently popular estimator, based on an extensive history dating at least to 1957, is the product limit estimator defined by

$$
\begin{equation*}
\hat{G}_{n}(t)=\prod_{s \leq t}\left[1-\left(\Delta N_{n s} / Z_{n s}\right) I\left\{Z_{n s}>0\right\}\right] \tag{3.8}
\end{equation*}
$$

Thanks to work of Jacobsen (1982, section 5.3), it is easy to see in our development that these estimators are, under suitable conditions, also optimal.

To set this up, assume the hypotheses of Theorem 2.1, with $\alpha_{0}$ fixed. Define

$$
\begin{equation*}
G\left(\alpha_{0} ; t\right)=\exp \left\{-\int_{0}^{t} \alpha_{0 s} I_{s} d s\right\} \tag{3.9}
\end{equation*}
$$

and let $\left\{\mathrm{Y}_{\mathrm{s}}, 0 \leq \mathrm{s} \leq 1\right\}$ be the process

$$
\begin{equation*}
Y_{s}=X_{s} G\left(\alpha_{0} ; s\right) \tag{3.10}
\end{equation*}
$$

where $\left\{\mathrm{X}_{\mathrm{s}}\right\}$ was defined in section 2. Let now $\mathrm{T}_{\mathrm{n}}$ denote all estimators available at time n for the parameter $\xi\left(\mathrm{A}_{\mathrm{n}}(\alpha ; \cdot)\right)$.

Proposition 3.3. Assume the hypotheses of theorem 2.1. Assume in addition the hypotheses of Jacobsen's corollary 5.3.9, in triangular array form as exemplified by (2.10). Assume that Jacobsen's $\tau_{n}^{*}$ (Jacobsen, p. 181) satisfies $\lim _{n \rightarrow \infty} P_{\alpha_{n}}^{n}\left\{\tau_{n}^{*} \geq 1\right\}=1$. Then $\hat{\mathrm{G}}_{\mathrm{n}}$ is $a$ LAM estimate on $\mathrm{L}_{\infty}[0,1]$ :

$$
\begin{gather*}
\lim _{c \uparrow \infty} \lim _{n \rightarrow \infty} \inf _{T \in T_{n}} \sup _{\alpha \in D(n, c)} \int l\left[a_{n}\left\{T_{n}-\xi\left(A_{n}(\alpha)\right)\right\}\right] d P_{\alpha}^{n} \\
=\lim _{c \uparrow \infty} \lim _{n \rightarrow \infty} \sup _{\alpha \in D(n, c)} \int l\left[a_{n}\left\{\hat{G}_{n}-\xi\left(A_{n}(\alpha)\right)\right\}\right] d P_{\alpha}^{n}  \tag{3.11}\\
=E l(Y) .
\end{gather*}
$$

In addition, a convolution theorem holds: if $\mathrm{T}^{\mathrm{n}}$ is any $\mathrm{H}_{0}$ regular estimate of $\xi\left(\mathrm{A}_{\mathrm{n}}(\alpha)\right)$ (cf. (3.4) above), then

$$
\begin{equation*}
\sqrt{n}\left[T_{n}-\xi\left(A_{n}\left(\alpha_{n}\right)\right] \Rightarrow Y^{\prime}+Y\right. \tag{3.12}
\end{equation*}
$$

under $P_{\alpha_{n}}^{n}$; here $Y^{\prime}$ is an $L_{\infty}[0,1]$ random variable independent of $Y$.

Proof of Proposition 3.3. Since in the present case $\xi$ is Frêchet differentiable, we may apply propositions $3.1,3.2$ and the differentiability of $\xi$ to deduce that the LAM lower bound is $\mathrm{E} l\left[\xi^{\prime}(\mathrm{X})\right]$. The form of $\xi^{\prime}$ ensures that $\xi^{\prime}(\mathrm{X})(\mathrm{s})=\mathrm{Y}_{\mathrm{s}}$, as defined in (3.10). On the other hand, Jacobsen's result 5.3 .9 (when put in triangular array form) ensures that the product limit estimator $\hat{G}_{n}(s)$ has the limit $Y_{s}$ (in distribution on $\mathrm{L}_{\infty}[0,1]$ ) and this completes the proof.

Remark 3.1. The foregoing results imply that, from the point of view of asymptotic optimality, there is no reason to consider the P-L estimators superior to the obvious transformation of the Aalen estimators. The Aalen estimators have in addition, a rather simpler asymptotic theory and they generalized easily to higher dimensions. On the other hand, there appear to be no systematic studies comparing the small sample behavior of these two competing estimates. The P-L estimate (like the empirical cdf) has a characterization in terms of MLE concepts; according to Karr (1988), however, the Aalen estimator also has an MLE interpretation (at least asymptotically). In any case, the ML property is not generally regarded as an "optimality' property, from the point of view of standard decision theory.

Let us now turn to some examples of the use of this development.

## 4. Aalen parameters with constraints.

This section addresses the question whether the Aalen estimate of $A_{n}(\alpha ; \cdot)$ loses efficiency when the Aalen parameter $\alpha$ is subject to "constraints'. This, of course, is a complicated question; we address it here in the context of two substantive examples, where the kind of "constraint" often has a transparent physical interpretation. Our goal here is to indicate the scope of the abstract results of previous sections. In these illustrations $\mathrm{a}_{\mathrm{n}}=\mathrm{n}^{1 / 2}$.

Example 4.1: hazard functions under a monotone constraint.
Let $x_{1}, \ldots, x_{n}$ be i.i.d. non-negative random variables with c.d.f. F. Assume that $F$ has density $f$, and that $F(1)<1$. Let $N_{n t}=\sum_{i=1}^{n} I\left\{x_{i} \leq t\right\}$; henceforth we delete the subscript n . As is well-known, this point process may be formulated as a multiplicative intensity model with $\alpha(\mathrm{t})=\mathrm{f}(\mathrm{t}) / \overline{\mathrm{F}}(\mathrm{t})$ and $\mathrm{Z}_{\mathrm{nt}}=\mathrm{n}-\mathrm{N}_{\mathrm{t}}$. Here $\overline{\mathrm{F}}(\mathrm{t})=1-\mathrm{F}(\mathrm{t})$.

For unknown F let us consider the problem of estimating on [0,1] the integral of the hazard function $\alpha \equiv \mathrm{f} / \overline{\mathrm{F}}$, under the assumption that $\alpha$ is known to be an increasing function. (In the theory of reliability, this constraint is called "increasing failure rate" and is usually denoted by "IFR".). Thus, in the notations of section 2 , $\mathbf{A}=$ \{increasing hazard functions $\}$. Although the elements of $\mathbf{A}$ are subject to a constraint, we shall permit the use of any estimator of $A_{n}(\alpha)$ at all even if it does not precisely have the form $\int \hat{\alpha}, \hat{\alpha} \in A$. The Aalen-Nelson estimate for $\stackrel{0}{A}_{n}(\alpha, t) \equiv$ t $\int_{0} \alpha(s) I\left\{N_{s-}<n\right\} d s$ is

$$
\begin{aligned}
\hat{A}_{n}(t) & =\int_{0}^{t}\left(n-N_{s-}\right)^{-1} I\left\{N_{s-}<n\right\} N(d s) \\
& =\sum_{k=1}^{N_{t} \wedge n}[n-(k-1)]^{-1} .
\end{aligned}
$$

We shall argue first that $\hat{A}_{n}(\alpha, t)$ is a LAM estimate of $A_{n}(\alpha, t)$ at $\alpha_{0} \in A$, whenever $\alpha_{0}$ is "radial" in $\mathbf{A}$.

To set this up, let us define for $\alpha \in \mathbf{A}$, the corresponding cdf $\mathrm{F}_{\alpha}$ by $1-\mathrm{F}_{\alpha}(\mathrm{t})=\exp \left\{-\int_{0} \alpha_{s} \mathrm{ds}\right\}$. Fix $\alpha_{0} \in A$, and abbreviate $\mathrm{F}_{\alpha_{0}}$ by $\mathrm{F}_{0}$. By the law of large numbers $\frac{\mathrm{Z}_{\mathrm{n}}}{\mathrm{n}} \rightarrow \overline{\mathrm{F}}_{0}$; since $\mathrm{F}_{0}(1)<1$ by assumption, one then identifies the function $\mathrm{q}_{\mathrm{s}}$ of section 2 as $q_{s}=\bar{F}_{0}(s)$, and $I_{s}$ there is given by $I_{s} \equiv 1(0 \leq s \leq 1)$. The hazard function $\alpha_{0}$ will therefore be radial if $\mathrm{n}^{-1 / 2} \alpha_{0}(\mathrm{~s}) \mathrm{h}(\mathrm{s}) / \overline{\mathrm{F}}_{0}(\mathrm{~s})+\alpha_{0}(\mathrm{~s})$ is an increasing function for a dense set of $h$ in $H$ (cf (2.12)), at least for all sufficiently large $n$. (The size of $n$ in the previous statement can depend on $h$ ). The hazard function $\alpha_{0}+\mathrm{n}^{-1 / 2} \alpha_{0} \mathrm{~h} / \overline{\mathrm{F}}$ will be increasing if its derivative is positive; this leads to the condition that $\mathrm{n}^{-1 / 2}\left(\mathrm{~h}^{\prime} \overline{\mathrm{F}}_{0}+\mathrm{hf}\right) \alpha_{0} / \overline{\mathrm{F}}_{0}+\left[\left(\mathrm{n}^{-1 / 2} \mathrm{~h} / \overline{\mathrm{F}}_{0}\right)+1\right] \alpha_{0}{ }^{\prime}$ be non-negative. Thus if $\alpha_{0}{ }^{\prime}$ is positive, and bounded away from 0 on [ 0,1 ], it is easy to see that the hazard function $\alpha_{0}+n^{-1 / 2} \alpha_{0} h / \bar{F}_{0}$ will be increasing for large $n$, if $h$ and $h^{\prime}$ are bounded on [ 0,1 ]. Such $h$ give a dense subset of $H$, so $\alpha_{0}$ is radial in A provided only that $\inf _{0 \leq s \leq 1} \alpha_{0}{ }^{\prime}(s)>0$. The triangular array assumptions of section 2 can be checked in the
present situation by using familiar triangular array results for empirical processes (cf Beran and Millar 1986, section 4, for example). The mapping $\Phi$, which determines the asymptotic distribution is $\Phi_{\mathrm{t}} \equiv \mathrm{F}_{0}(\mathrm{t}) / \bar{F}_{0}(\mathrm{t})$ (cf (2.7). Since the other assumptions in section 2 are readily verified, we find by theorem 2.1 that the Aalen-Nelson estimator is LAM at each hazard function $\alpha_{0}$ in the collection of increasing hazard functions, having derivative bounded away from 0 on compact intervals: i.e. at every $\alpha_{0}$ that is strictly increasing and differentiable.

Similar LAM results can be established for other collection $\mathbf{A}$ of hazard functions. For example, one may take $\mathbf{A}$ to consist of all hazard functions which are decreasing (DFR in reliability terminology) or A could be the collection of all convex hazard functions, and so forth.

Next, consider the functional $\xi: \mathbf{A} \rightarrow \mathrm{C}\left(\mathrm{R}^{\prime}\right)$ given by $\xi(\alpha)(t)=1-\exp \left\{-\int_{0}^{t} \alpha(s) d s\right\}$. If $A$ is regarded as a subset of $L_{\infty}\left(R^{\prime}\right)$, then each $\alpha \in \mathbf{A}$ yields an integrated $\int^{\dot{0}} \alpha$ which is in $\mathrm{C}\left(\mathrm{R}^{\prime}\right)$. Therefore we may regard $\xi$ as a map of $C\left(R^{\prime}\right) \rightarrow C\left(R^{\prime}\right)$, using the recipe $\quad \xi(c)(t)=1-\exp \{-c(t)\}$. If $c_{0}(t) \equiv \int_{0}^{t} \alpha_{0}(s)$ ds, then $\xi$ is differentiable at $c_{0}$, with derivative $\xi^{\prime}(c) \equiv \xi^{\prime}\left(c_{0} ; c\right)$ given by (cf., (3.7)):

$$
\xi^{\prime}\left(c_{0} ; c\right)(t)=\bar{F}_{\alpha_{0}}(t) c(t)
$$

Of course $\xi\left(\dot{\int} \alpha\right)=F_{\alpha}$. We therefore may estimate $F_{\alpha}$, for unknown $\alpha \in A$, where $\mathbf{A}=$ \{increasing hazard functions $\}$, by using $\xi\left(\hat{A}_{n}\right)$, where $\hat{A}_{n}$ is the Aalen-Nelson estimator. Proposition 3.1 then shows that this estimator is a LAM estimate of $\mathrm{F}_{0} \equiv \mathrm{~F}_{\alpha_{0}}$ at any $\alpha_{0}$ radial for $A$, and that the limit distribution is $\xi^{\prime}(X)$ where $X=B \circ \Phi$, $\Phi(t)=\mathrm{F}_{0}(\mathrm{t}) / \overline{\mathrm{F}}_{0}(\mathrm{t})$. The form of $\xi^{\prime}$ then guarantees that $\xi^{\prime}(\mathrm{X})$ is the usual Brownian Bridge: the mean 0 gaussian process with covariance $F_{0}(s \wedge t)-F_{0}(s) F_{0}(t)$. Let $\hat{F}_{n}$ be the empirical measure of $x_{1}, \ldots, x_{n}$; then $\sqrt{n}\left(\hat{F}_{n}-F_{0}\right)$ has the same asymptotic behavior as $n^{1 / 2}\left[\xi\left(\hat{A}_{n}\right)-\xi\left(\mathrm{A}\left(\alpha_{0}\right)\right)\right]$ and so $\hat{F}_{n}$ is a LAM estimate of $\mathrm{F}_{\alpha_{0}}, \alpha_{0} \in \mathbf{A}$ also. For the case $\mathbf{A}=$ \{ increasing hazard functions $\}$ this latter result was established, in slightly greater generality, in Millar, 1979.

Example 4.2: Censored data, with constraints. Let $x_{1}, \ldots, x_{n}$ be non-negative iid random variables with common $\operatorname{cdf} F$, and let $y_{1}, \ldots, y_{n}$ be iid non-negative random variables, independent of $\left\{\mathrm{x}_{\mathrm{i}}, 1 \leq \mathrm{i} \leq \mathrm{n}\right\}$, and having common cdf G. Let $m_{j}=\min \left\{x_{j}, y_{j}\right\} \quad \delta_{j}=I\left\{x_{j} \leq y_{j}\right\}$ and set $N_{t}=\sum_{j} I\left\{m_{j} \leq t, \delta_{j}=1\right\}$. Assume $F$ has a
density $f$, and that $F, G$ have common support that strictly includes the interval $[0,1]$. The foregoing is well known to be an Aalen model with $\alpha(t)=f(t) / \bar{F}(t)$, $Z_{n t}=\sum_{i=1}^{n} I\left\{m_{i} \geq t\right\}$. Since $Z_{n t} / n \rightarrow \bar{F}(t) \wedge \bar{G}(t)$, the special functions $q$, and $I_{s}$ of section 2 can be identified as $I_{s}=1,0 \leq s \leq 1$ (since $F(1) \wedge G(1)<1$ ) and $\mathrm{q}_{\mathrm{s}}=\overline{\mathrm{F}}(\mathrm{s}) \wedge \overline{\mathrm{G}}(\mathrm{s})$.

As in Example 4.1, let us consider the problem of estimating the indefinite integral of the hazard functions $\alpha$, under the constraint that $\alpha$ be increasing. We shall again argue that the Aalen estimate of the integrated hazard function is LAM at any $\alpha_{0} \in \mathbf{A}=$ \{increasing hazard functions $\}$ which radial for $\mathbf{A}$.

To set this up, fix $\alpha_{0} \equiv \mathrm{f}_{0} / \overline{\mathrm{F}}_{0}$ and $\mathrm{G}_{0 \text { s }}$. For $\alpha_{0}$ to be radial in this case, the hazard $\alpha_{0}+\mathrm{n}^{-1 / 2} \alpha_{0} \mathrm{~h} / \overline{\mathrm{F}}_{0} \wedge \overline{\mathrm{G}}_{0}$ should have a positive derivative for a set of $h$ that are dense in the relevant Hilbert space $H$ of section 2. Considerations exactly as in example 4.1 show that $\alpha_{0}$ will be radial in direction $h$ if $h, h^{\prime}$ are bounded, and if $\inf _{0 \leq s \leq 1} \alpha_{0}^{\prime}(s)>0$. Thus, $\alpha_{0}$ is radial in $\mathbf{A}$ if only $\inf _{0 \leq s \leq 1} \alpha_{0}^{\prime}(s)>0$. Theorem 2.1 then implies that the Aalen estimate of the integrated hazard function is LAM at any $\alpha_{0} \in \mathbf{A}$ that is radial for A, as claimed.

Proposition 3.3 then shows that the associated product limit estimator for this example is also LAM, even under the constraint that the hazard function be increasing. Here this P-L estimator is, of course, more famously known as the Kaplan-Meier estimate. For this estimator, Wellner (1983) has proved its LAM character (by a different method, and with no constraints on the hazard function); thus the present example extends slightly the work J. Wellner.

## 5. Confidence Bands.

Previous sections have discussed optimal estimation of $A_{n}(\alpha ; \cdot)$, the integrated Aalen parameter. This section considers construction of optimal confidence bands for $A_{n}(\alpha ; \cdot)$ (on $[0,1]$, say), and for $\exp \left\{-A_{n}(\alpha ; \cdot)\right\}$. The main development in this section, carried out in subsections (5.A), (5.B)) constructs these confidence sets using a bootstrap method. Asymptotic "plug-in" methods are briefly described in section(5.C), which in addition contains other complements to the basic development. Proofs are given in section 6.

## (5.A). Description of the confidence bands.

To describe the bands based on the bootstrap method, recall from section 2 that $P_{\alpha, \beta}^{n}$ is the distribution of the basic point process $\left\{N_{n t}, 0 \leq t \leq 1\right\}$ which has Aalen
parameter $\alpha$, and nuisance parameter $\beta$. Fix $\eta, 0<\eta<1$, and suppose the desired confidence level is $1-\eta$. Let $\hat{A}_{n}$ be the Aalen estimate of $A_{n}(\alpha ; \cdot)$ and let $\hat{\beta}_{n}$ be an estimate of $\beta$.

Illustration 5.1. To illustrate such $\hat{\beta}_{\mathrm{n}}$, consider the simple censored data model of section 4 (Example 4.2.) Here $\alpha=\mathrm{f} / \overline{\mathrm{F}}$, and the Aalen estimate is described there. The nuisance parameter $\beta$ can be taken to be the cdf of the unknown censoring distribution G. Because of the inherent symmetries in this model, the estimate $\hat{\beta}_{n}$ of $\beta$ could be taken as the Kaplan-Meier estimate of the censoring distribution G. Obviously, there are other possibilities, as is clear from section 3.4.

Define

$$
\begin{equation*}
\hat{\mathrm{C}}_{1 \mathrm{n}}=\left\{\mathrm{f} \in \mathrm{~L}_{\infty}[0,1]: \mathrm{n}^{1 / 2}\left\|\mathrm{f}-\hat{\mathrm{A}}_{\mathrm{n}}\right\| \leq \hat{\mathrm{r}}_{1 n}\right\} \tag{5.1}
\end{equation*}
$$

where the norm is that of $L_{\infty}[0,1]$ and

$$
\begin{equation*}
\hat{r}_{1 n}=t_{n}\left(\hat{A}_{n} ; \hat{\beta}_{n} ; \eta\right) \tag{5.2}
\end{equation*}
$$

and $t_{n}\left(A_{n}(\alpha ; \cdot) ; \beta ; \eta\right)$ is given by

$$
\begin{equation*}
P_{\alpha, \beta}^{n}\left\{n^{1 / 2}\left\|\hat{A}_{n}-A(\alpha ; \cdot)\right\| \leq t\left(A_{n}(\alpha ; \cdot) ; \beta ; \eta\right)\right\} \doteq 1-\eta \tag{5.3}
\end{equation*}
$$

The random set $\hat{\mathrm{C}}_{1 \mathrm{n}}$ gives, under conditions given in subsection (5.B), an asymptotically optimal, $1-\eta$ level, confidence band for $A_{n}(\alpha ; \cdot)$ on $[0,1]$.

To build a confidence band for $\exp \{-\mathrm{A}(\alpha ; \cdot)\}$, proposition 3.3 suggests a construction similar to that of (5.1), but based on product limit estimators. Indeed, if $\hat{\mathrm{G}}_{\mathrm{n}}$ is the product limit estimator given in (3.8) set

$$
\begin{equation*}
\hat{C}_{2 n}=\left\{f \in L_{\infty}[0,1]: n^{1 / 2}\left\|f-\hat{G}_{n}\right\| \leq \hat{\mathrm{r}}_{2 n}\right\} \tag{5.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{\mathrm{r}}_{2 \mathrm{n}}=\mathrm{t}_{2 \mathrm{n}}\left(\hat{\mathrm{~A}}_{\mathrm{n}} ; \hat{\beta}_{\mathrm{n}} ; \eta\right) \tag{5.5}
\end{equation*}
$$

and $t_{2 n}\left(A_{n}(\alpha ; \cdot) ; \beta ; \eta\right)$ is given by

$$
\begin{equation*}
P_{\alpha, \beta}^{n}\left\{n^{1 / 2}\left\|\hat{G}_{n}-\exp \{-A(\alpha ; \cdot)\}\right\| \leq t_{2 n}\left(A_{n}(\alpha ; \cdot) ; \beta ; \eta\right)\right\} \doteq 1-\eta \tag{5.6}
\end{equation*}
$$

The confidence band $\hat{\mathrm{C}}_{2 \mathrm{n}}$ will be asymptotically optimal with the correct (asymptotic) coverage probability.

Application 5.1. The optimal confidence band $\hat{\mathrm{C}}_{1 \mathrm{n}}$ can be used to assess assumptions about the underlying statistical model. For example, to assess the idea that the Aalen parameter be constant, one might check that the band $\hat{\mathrm{C}}_{1 \mathrm{n}}$ contains at least one straight line emanating from 0 , and having non-negative slope. If so, then this could be
regarded as evidence in favor of the null hypothesis of constant "failure rate" - in the sense that the trustworthy set estimate $\hat{\mathrm{C}}_{1 \mathrm{n}}$ contains at least one member of the null hypothesis. The reasoning here is not that of a standard goodness of fit test. A more interesting possibility, is to assess the hypothesis that the Aalen parameter is increasing on [ 0,1 ] (say). In examples 4.1, 4.2 this amounts to seeing if 'IFR'" is a viable possibility. If the Aalen parameter $\alpha$ is increasing then the integrated Aalen parameter would be non-decreasing convex on the intervals $\left\{\mathrm{s}: \mathrm{Z}_{\mathrm{ns}}>0\right\}$ and flat on the intervals $\left\{\mathrm{s}: \mathrm{Z}_{\mathrm{ns}}=0\right\}$. If the confidence band $\hat{\mathrm{C}}_{1 \mathrm{n}}$ contains at least one such piece-wise convex, piece-wise flat increasing function emanating from 0 , then the hypothesis that $\alpha$ be increasing would be supported - in the sense given before: the optimal set estimate contains at least one element of the null hypothesis. If n is large, then in our examples, $\mathrm{I}\left\{\mathrm{Z}_{\mathrm{ns}}>0\right\}=10 \leq \mathrm{s} \leq 1$, and so one need check here only whether $\hat{\mathrm{C}}_{1 \mathrm{n}}$ contains at least one convex increasing function starting at 0 . A closely related, but more traditional method of testing such null hypotheses could be based on minimum distance methods centred at the Aalen estimate. Such methods will be discussed elsewhere.

## (5.B). Optimality of the confidence bands.

To describe the optimal nature of the confidence bands $\hat{\mathrm{C}}_{1 \eta}$ let $\mathrm{C}(\mathrm{z}, \mathrm{r})$, $z \in L_{\infty}[0,1], r>0$ denote the band $\left\{y \in L_{\infty}[0,1]:\|y-z\| \leq r\right\}$. Then $C(z, r)$ is a ball in $L_{\infty}[0,1]$ with centre $Z$ and radius $r$. To set up a formal decision theoretic framework, let $\mathbf{D}$ be the collection of all such balls. Then $\mathbf{D}$ is the decision space. A nonrandomized procedure ( $\equiv$ conf. band) is then $C\left(\hat{z}_{n} \hat{r}_{n}\right)$ where $\hat{z}_{n}, \hat{r}_{n}$ are functions of the observed data. We restrict attention to those confidence bands $C\left(\hat{z}_{n}, \hat{r}_{n}\right)$ that have the proper coverage probability:

$$
\begin{equation*}
P_{\alpha, \beta}^{n}\left\{C\left(\hat{z}_{n}, \hat{r}_{n}\right) \Rightarrow A_{n}(\alpha ; \cdot)\right\} \geq 1-\eta \tag{5.7}
\end{equation*}
$$

Denote by $D_{\eta, n}$ the collection of all procedures $C\left(\hat{\mathbf{z}}_{n}, \hat{r}_{n}\right)$ that satisfy (5.7). A confidence band $C\left(\hat{z}_{n}, \hat{r}_{n}\right)$ will be reasonable if it belongs to $D_{\eta, n}$, at least approximately, and also is not grossly off centre or excessively wide. To formulate such a condition introduce a loss function $l_{\mathrm{n}}$, at time n , by:

$$
\begin{equation*}
l_{n}\left\{C\left(\hat{z}_{n}, \hat{r}_{n}\right), A_{n}(\alpha ; \cdot)\right\} \equiv g\left[n^{1 / 2} \sup _{y \in C\left(\hat{z}_{n}, \hat{r}_{n}\right)}\left\|y-A_{n}(\alpha ; \cdot)\right\|\right] \tag{5.8}
\end{equation*}
$$

where $g$ is an increasing function on $[0, \infty)$ which will be assumed bounded and continuous for convenience. The LAM result for confidence bands of $A_{n}(\alpha ; \cdot)$ may now be formulated. Fix $\quad \alpha_{0}, \quad \beta_{0}$. Let $D^{*}(n, c)=\left\{(\alpha, \beta): \quad\left\|\alpha-\alpha_{0}\right\| \leq c / \sqrt{n}\right.$, $\left.\left\|\beta-\beta_{0}\right\| \leq c / \sqrt{n}\right\}$

Proposition 5.1. (LAM lower bound). Assume the hypotheses of theorem 2.1, with $a_{n}=n^{1 / 2}$. Then $\quad \lim _{c \hat{T}_{\infty} \infty} \lim _{n \rightarrow \infty} \inf _{c\left(\hat{z}_{n}, \hat{r}_{n}\right) \in D_{D_{n}}(\alpha, \beta) \in D^{*}(n, c)} \sup \int l_{n}\left[C\left(\hat{z}_{n}, \hat{r}_{n}\right) ; A_{n}(\alpha ; \cdot)\right]$ $\mathrm{dP}_{\alpha, \beta}^{n} \geq \mathrm{Eg}\left[\|X\|+r_{1 \eta}\right]$ where $X$ is given in proposition 2.1 and $r_{1 \eta}$ is defined by $\mathrm{P}\left\{\|\mathrm{X}\| \leq \mathrm{r}_{1 \eta}\right\}=1-\eta$.

Remark 5.1. The number $r_{1 \eta}$ has, of course, a simple characterization; see Proposition 5.3 below.

The LAM lower bound of Proposition 5.1 required only the hypotheses of theorem 2.1. However, in order that the confidence set $\hat{\mathrm{C}}_{1 \mathrm{n}}$ achieve its lower bound, a slight strengthening of the hypothesis of theorem 2.1 is necessary. The conceptually simpler "plug-in" method of Complement (5.2) will also require strengthening of these hypotheses. Let us therefore introduce the "strong triangular array hypotheses":
(5.8)the hypotheses of theorem (2.1) hold, but with $P_{\alpha_{n} \beta_{0}}^{n}$ replaced by $P_{\alpha_{n} \beta_{n}}^{n}$ where $\left(\alpha_{n}, \beta_{n}\right)$ satisfy

$$
n^{1 / 2}\left|\beta_{n}-\beta_{0}\right| \leq c
$$

and

$$
\begin{equation*}
\mathrm{n}^{1 / 2}\left\|\mathrm{~A}_{\mathrm{n}}\left(\alpha_{\mathrm{n}} ; \cdot\right)-\mathrm{A}\left(\alpha_{0} ; \cdot\right)\right\| \leq \mathrm{c} \tag{5.8a}
\end{equation*}
$$

where $A\left(\alpha_{0} ; t\right)=\int_{0}^{t} \alpha_{0}(s) I_{s}\left[q_{s}\right]^{-1} d s$. The escalation to (5.8a) is severe, but appears unavoidable even in the context of Complement (5.2).

Proposition 5.2. (LAM character of $\hat{\mathrm{C}}_{1 \mathrm{n}}$ ). Assume the hypotheses of Theorem 2.1 in "strong triangular form', as given by (5.8). Then

$$
\lim _{c \uparrow \infty} \lim _{\mathrm{n} \rightarrow \infty} \sup _{(\alpha, \beta) \in \mathrm{D}^{(n, c)}} \int l_{\mathrm{n}}\left(\hat{\mathrm{C}}_{1 \mathrm{n}}\right) \mathrm{dP} \mathrm{~A}_{\alpha \beta}^{\mathrm{n}}=\mathrm{E} l\left(\|\mathrm{X}\|+\mathrm{r}_{1 \eta}\right) .
$$

Moreover, $\hat{r}_{1 n} \Rightarrow r_{1 \eta}$ under $P_{\alpha_{n} \beta_{n}}^{n},\left(\alpha_{n} \beta_{n}\right) \in D^{*}(n, c)$.
The number $r_{1 \eta}$, which depends on $A\left(\alpha_{0} ; \cdot\right), \beta_{0}$ :

$$
\begin{equation*}
r_{1 \eta}=r_{1}\left(\eta ; A\left(\alpha_{0} ; \cdot\right) ; \beta_{0}\right) \tag{5.9}
\end{equation*}
$$

was given an abstract characterization in Propositions 5.1, 5.2; this abstract description was meant to emphasize the similarities in structure between the confidence bounds here, and those in other statistical applications (cf, Beran and Millar, 1986, for example). Unlike most other non-parametric applications, the numbers $r_{1 \eta}$ here have a simple characterization in terms of known distributions. The statistical significance of $r_{1 \eta}$ of course is that for large $n$, the width of the optimal confidence band $\hat{\mathrm{C}}_{1 \mathrm{n}}$, centered at
$\hat{A}_{n}$, is approximately $2 \mathrm{r}_{1 \mathrm{n}} \mathrm{n}^{-1 / 2}$, according to proposition 5.2.
To describe $\mathrm{r}_{1 \eta}$, recall the function $\Phi(\mathrm{t}) \equiv \Phi\left(\mathrm{A}\left(\alpha_{0} ; \cdot\right) ; \beta_{0} ; \mathrm{t}\right)$ given in section 2. If $\left\{B_{s}, s \geq 0\right\}$ is standard Brownian motion, define

$$
\begin{equation*}
L(y)=P\left\{\max _{0 \leq s \leq 1}\left|B_{s}\right| \leq y\right\} \tag{5.10}
\end{equation*}
$$

Then $L(y)$ is 'known' in, for example, the form of series expansions. Define $k_{\eta}$ to be the $1-\eta$ point of $L$ :

$$
\begin{equation*}
L\left(k_{\eta}\right)=1-\eta \tag{5.11}
\end{equation*}
$$

An easy argument (see section 6) then yields:

Proposition 5.3. The number $r_{1 \eta}$ is given by

$$
r_{1 \eta}=k_{\eta} \Phi\left(\mathrm{A}\left(\alpha_{0} ; \cdot\right) ; \beta_{0} ; 1\right)^{1 / 2}
$$

## (5.C). Complements.

This subsection describes several variants on the ideas of subsections (5.A), (5.B).

Complement 5.1: Estimation of $\exp \left\{-\mathrm{A}_{\mathrm{n}}(\alpha)\right\}$.
The propositions 5.1, 5.2 are easily extended (using the simple idea of section 3) to the case of the estimation of $\exp \left\{-\mathrm{A}_{\mathrm{n}}(\alpha)\right\}$ by means of $\hat{\mathrm{C}}_{2 \mathrm{n}}$, the bounds centred at product limit estimators. The number $r_{2 \eta} \equiv \lim _{n} \hat{r}_{2 n}$ can be characterized in terms of transformations on Brownian motion, but there is no simple result like proposition 5.3.

## Complement 5.2: asymptotic plug-in confidence bands.

The results of subsection 5.B suggest a computationally simpler confidence band of the form:

$$
\begin{equation*}
\hat{\mathrm{C}}_{\mathrm{an}} \equiv\left\{\mathrm{f} \in \mathrm{~L}_{\infty}[0,1]:\left\|\mathrm{f}-\hat{\mathrm{A}}_{\mathrm{n}}\right\| \leq \mathrm{k}_{\eta} \Phi\left(\hat{\mathrm{A}}_{\mathrm{n}}, \hat{\beta}_{\mathrm{n}} 1\right)\right\} \tag{5.12}
\end{equation*}
$$

where we have used the notation of Proposition 5.3. Under the hypotheses of Proposition 5.2, this confidence band will also be asymptotically optimal in the sense defined in subsection 5.B; the proof is similar to that given for $\hat{\mathrm{C}}_{1 \mathrm{n}}$. The band $\hat{\mathrm{C}}_{\mathrm{an}}$ is clearly easier to compute than $\hat{\mathrm{C}}_{1 \mathrm{n}}$, since one is not faced with the problem of replicating Aalen processes starting with preliminary estimates. On the other hand, several recent studies in the bootstrap literature show that often a bootstrap confidence set will be "better" than one constructed by "plug-in" methods based on asymptotic formulae. Such analyses depend on "second order" properties, typically involving Edgeworth
expansions; see, for example, Abramovitch and Singh (1985), Hall (1986), Diciccio and Romano (1988).
Asymptotic optimality properties such as LAM are "first order" properties, and cannot distinguish between $\hat{\mathrm{C}}_{1 \mathrm{n}}$ and $\hat{\mathrm{C}}_{\mathrm{an}}$. Since "second order" analysis of Aalen estimates is a completely uncharted field, it is not possible at the present time to decide between $\hat{\mathrm{C}}_{\mathrm{ln}}, \hat{\mathrm{C}}_{\mathrm{an}}$. On the otherhand, since the trend of research in other statistical areas suggests that $\hat{\mathrm{C}}_{\mathrm{ln}}$ is often better - and no worse - than $\hat{\mathrm{C}}_{\mathrm{an}}$, we have featured in this section the more complicated bootstrap method. Finally (cf 5.8a), for the plug in method to give optimal bands, $\Phi(\mathrm{A} ; \mathrm{B} ; 1)$ must be a smooth function of the integrated Aalen parameter $A$ (for the $L_{\infty}$ norm on $A$ ).

## Complement 5.3: confidence bands of shape $\mathbf{f}$.

The confidence bands given in subsection 5.A and also in complement 5.2 are based on the notion of a ball in $\mathrm{L}_{\infty}([0,1])$. Obviously, many Banach spaces other than $\mathrm{L}_{\infty}$ could be used here, and also in section 2.3 to express the LAM results. Here is one possibility. Let $f$ be a real function on [ 0,1 ], and assume for convenience that $0<\inf _{0 \leq t \leq 1} f(t) \leq \sup _{0 \leq t \leq 1} f(t)<\infty$. Define a norm \| $\|_{f}$ on real functions $b:[0,1] \rightarrow R^{\prime}$ by

$$
\|b\|_{f}=\sup _{0 \leq t \leq 1}|b(t) / f(t)| .
$$

One may now repeat the entire development of this section (and preceding ones), replacing the $\mathrm{L}_{\infty}$ norm \| \| by \| $\|_{\mathrm{f}}$. The resulting confidence bands will then be LAM with respect to the loss function determined by \| $\|_{\mathrm{f}}$ instead of || \|; see subsection 5.B. In this manner we find that the confidence bands "having shape $f$ " as described by Jacobsen, 1982, p. 204, are "optimal". The optimality is relative to the chosen norm; the theory of Beran and Millar (1985) does not, in the form given there, provide comparisons for confidence sets determined by different norms. Note that such optimality results can be extended to any Banach space $B$ consisting of real functions on [ 0,1 ], provided mainly that (a) $\hat{A}_{n}(\cdot)$ is a $B$-valued random variable and (b) Rebolledo's CLT holds for $\hat{A}_{n}$ on B. In particular, the stringent conditions on $f$ given above can be greatly relaxed.

## Complement 5.4. Implementation of the bootstrap method.

Actual calculation of $\hat{\mathbf{C}}_{1 n}$ via Monte Carlo methods involves constructing iid copies of a multiplicative intensity process beginning with initial estimates of the integrated Aalen parameter and the nuisance parameter $\beta$. To see this, let $\hat{A}_{n}, \hat{\beta}_{n}$ be the estimates of the integrated Aalen parameter and $\beta$. Conditional on the values of $\hat{A}_{n}, \hat{\beta}_{n}$ construct $N_{n 1}^{*}, \ldots, N_{n n}^{*}$ i.i.d. point processes on [0,1] whose integrated Aalen parameter
is $\hat{\mathrm{A}}_{\mathrm{n}}$, and whose nuisance parameter is $\hat{\boldsymbol{\beta}}$. Next, using $\mathrm{N}_{\mathrm{ni}}^{*}$ construct $\mathrm{A}_{\mathrm{ni}}^{*}$, the estimate of the integrated Aalen parameter $\hat{A}_{n}$, derived by the usual recipes, from $\mathrm{N}_{\mathrm{n} i}^{*}$. Finally, construct the empirical c.d.f. $\hat{F}_{n}$ of $\left\{\left|A_{n i}^{*}-\hat{A}_{n}\right| a_{n}, 1 \leq i \leq n\right\}$, and use as a guess for $\hat{r}_{1 n}$ (at level $1-\eta$ ) the $1-\eta^{\text {th }}$ quantile of the $\hat{F}_{n}$ just defined (or the closest thing to it). The law of large numbers guarantees this will work, at least theoretically.

In the present context, difficulties attend this construction. First, given Aalen parameter $\alpha$ and nuisance parameter $\beta$, it is unknown in general how to simulate iid copies of the relevant point process with these parameters. This difficulty is not new, and arises in other areas of bootstrap applications. In important special cases, however, (esp., examples 4.1, 4.2 section 4) one knows methods of effecting such simulations; see Lo and Singh (1986) for discussion of Example 4.2. Indeed a computer intensive methodology for simulating multiplicative intensity models, on anything beyond a case by case bases, is an important open area of research. A second difficulty attending the bootstrap construction centres on the condition that the simulations begin from an estimate of the integrated Aalen parameter, and not the parameter itself. The fact that $\hat{A}_{n}$ estimates a random variable (see section 2) has unknown consequences for the validity of the simulation; the strength of the restriction (5.8a) has already been noted. A further point is worth noting here. The Aalen estimates of the integrated parameter, by definition, have certain measurability properties relative to the given filtration $\left\{F_{t}, t \geq 0\right\}$. On the other hand, one may wish to take as estimate of $\alpha$ a "smooth" version of the "density" of $\hat{\mathrm{A}}_{\mathrm{n}}$; see Ramlau-Hanson 1983 for some possibilities. In particular, one might wish to select a smooth version whose integral fails to have the usual measurability properties. The success of the bootstrap simulations will not be affected by such measurability considerations; the "smooth" estimate $\hat{\alpha}_{\mathrm{n}}$ need only have the property that its integral is subject to the usual CLT.

## 6. Proofs.

Proof of proposition 5.1. It suffices to establish the lower bound with $\mathrm{D}^{*}(\mathrm{n}, \mathrm{c})$ replaced by the $D(n, c)$ of section 2. Take $P_{h}^{n}$ in the theorem of section 4, Beran and Millar, 1985, to be the measure $\mathrm{Q}_{\mathrm{h}}^{\mathrm{n}}$ described in section 2 of the present paper. Define the $\xi$ of Beran and Millar, 1985, to be $\xi\left(\mathrm{P}_{\mathrm{h}}^{\mathrm{n}}\right)=\mathrm{A}_{\mathrm{n}}\left(\alpha_{\mathrm{h}}\right)$, where $\alpha_{\mathrm{h}}$ is given in (2.13) above; then $\xi^{\prime}$ is the identity, and proposition 5.1 follows from theorem 4.5 of Beran and Millar, 1985.

Proof of proposition 5.2. Let $\left(\alpha_{n}, \beta_{n}\right) \in D^{*}(n, c)$. Then by the strong triangular array hypotheses of section 5 above, $a_{n}\left\|\hat{A}_{n}-a_{n}\left(\alpha_{n}, \beta_{n}\right)\right\| \Rightarrow\|X\|$ where $X$ was given in section 2, and where the convergence is under $\left\{\mathrm{P}_{\alpha_{n} \beta_{\mathrm{n}}}^{\mathrm{n}}\right\}$. It is easy to see that $\|\mathrm{X}\|$ has
a continuous distribution with strictly increasing cdf; this implies that $t_{n}\left(A_{n}\left(\alpha_{n}\right), \beta_{n} ; \eta\right)$ converges to $r_{\eta}$. But $\left\|\hat{A}_{n}-A\left(\alpha_{0}\right)\right\| a_{n}$ is tight and by assumption so is $\left\|\hat{\beta}_{n}-\beta_{0}\right\| a_{n}$. It follows that $\hat{\mathrm{r}}_{1 n} \Rightarrow \mathrm{r}_{\eta}$. Let $\left(\alpha_{\mathrm{n}} \beta_{\mathrm{n}}\right) \in \mathrm{D}^{*}(\mathrm{n}, \mathrm{c})$ be arbitrary. Then using Beran and Millar, 1985, p. 879, we find that $\lim _{n \rightarrow \infty} \int l_{n}\left(\hat{C}_{1 n} ; \alpha_{n}, \beta_{n}\right) \mathrm{dP}_{\alpha_{n} \beta_{n}}^{n}=$ $\lim _{n \rightarrow \infty} E_{\alpha_{n}, \beta_{n}} l\left(a_{n}\left\|\hat{A}_{n}-A\left(\alpha_{n}\right)\right\|+\hat{r}_{1 n}\right)=E l\left(\|X\|+r_{\eta}\right)$. Since $\left(\alpha_{n} \beta_{n}\right)$ could have been chosen to achieve $\sup _{\alpha, \beta \in D^{*}(n, c)}$, this completes the proof.

Proof of proposition 5.3. Let $\left\{\mathrm{B}_{\mathrm{s}}, 0 \leq \mathrm{s}\right\}$ be standard Brownian motion. Since $\left\{\mathrm{B}_{\mathrm{s}}\right\}$ is equal in distribution to $t_{0}^{1 / 2} B\left(s / t_{0}\right)$, for any $t_{0}>0$, we see that $P\left\{\sup _{0 \leq s \leq t_{0}}\left|B_{s}\right| \leq y\right\}=$ $L\left(\mathrm{y}_{0}^{-1 / 2}\right)$, where L was defined in (5.10). If one chooses $\mathrm{t}_{0}=\Phi\left(\alpha_{0}, \beta_{0} ; 1\right)$ then it is immediate that $r_{\eta}[\Phi]^{-1 / 2}=k_{\eta}$.

Proof of proposition 3.1. As in the proof of theorem 2.1, one may reduce the sup over $D(n, c)$ to $a \sup$ over $D_{0}(n, c)$, to get as a lower bound $\lim _{c \tau_{\infty}} \lim _{n \rightarrow \infty} \inf ^{T} \sup _{\alpha \in D_{0}(n, c)} \int l\left[a_{n}\left(T-\xi\left(A_{n}(\alpha)\right)\right] d P_{\alpha}^{n}\right.$. Because of the differentiability of $\xi$, if $\alpha$ is given by (2.13), then the argument in $l$ can be replaced by $l\left[\mathrm{~T}^{\prime}-\xi^{\prime} \circ \tau \mathrm{h}\right]+o(1)$ (where $\mathrm{T}^{\prime}=\mathrm{a}_{\mathrm{n}}\left(\mathrm{T}-\mathrm{A}_{\mathrm{n}}\left(\alpha_{0}\right)\right)$ ); this in turn can be replaced, for decision theoretic purposes by $l \circ \xi^{\prime}\left[\mathrm{T}^{\prime \prime}-\tau \mathrm{h}\right]$ where $\mathrm{T}^{\prime \prime}$ ranges over the decision space $\mathrm{T}_{\mathrm{n}}$ of section 2 ; this uses the hypothesis that $\xi^{\prime}$ has dense range in $\mathrm{B}_{2}$. Since $l \circ \xi^{\prime}$ is subconvex, the result is now immediate from theorem 2.1 An alternative approach, which is more convenient for establishing Remark 3.1b begins with the observation that, if $\mathrm{H}^{\prime}$ is the orthocomplement in H of the null space of the linear map $\xi^{\prime} \circ \tau$, then ( $\xi^{\prime} \circ \tau, \mathrm{H}^{\prime}, \mathrm{B}_{2}$ ) is an abstract Wiener space, and the canonical normal on $B_{2}$ is the image of $Q_{0}^{\infty}$ under $\xi^{\prime}$. Using this, plus the evident equivalence of the relevant statistical experiments, one can rework the proof of theorem 2.1 to achieve the greater generality.

The attainment of the lower bound in proposition 3.1 by $\xi\left(\hat{\mathrm{A}}_{n}\right)$ is immediate from hypothesis (3.3).

Proof of proposition 3.2. Because of the developments in the proof of theorem 2.1 in particular the abstract Wiener structure and the convergence, in the sense of Le Cam, of the statistical experiments - the proof of proposition 3.2 is immediate from Millar, 1985, section 4.
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