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Abstract

A large deviation principle is proved for the mean-�eld measure of

a sequence of n-type super-Brownian motions with a mean-�eld de-

pendent immigration. The rate-function is identi�ed as a pertubation

of the rate function for a non-interacting case.

Running title: Large deviations for super-Brownian motion with

mean-�eld immigration.

1 Introduction

In the fundamental paper [DG], Dawson and G�artner studied large devia-
tions from the McKean-Vlasov limit for weakly interacting IRd-valued dif-
fusions (�i;n; : : : ; �n;n). They considered their empirical distribution
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as a random function in C([0; 1];M(IRd)), where M(IRd) denotes a space of
measures over IRd.

We consider a sequence ofN -type interacting superprocesses (X i;N ; : : : ;XN;N) 2
C([0; 1];M(IRd)N ), where the interaction at time t depends only on the mean-
�eld 1

N

PN
i=1X

i;N at time t. The latter random variable takes values in
C([0; 1];M(IRd)) and we give a large deviation result for their distributions
as N tends to in�nity. As in [DG] we have to restrict to an interaction
which arises by a Girsanov-transformation applied to N independent super-
processes. In this case the accumulation points of 1

N

PN
i=1X

i;N are determin-
istic weak solutions �� = (�t) of the McKean-Vlasov type non-linear equation

@

@t
�t =

1

2
��t + b(�t)�t; (1.1)

for some interactive immigration function b, cf. [O]. It was studied in [COR]
and [CR] from the point of view of propagation of chaos for mean-�eld in-
teracting branching di�usions and associated 
uctuations. In more physical
terms this equation may describe a system of \particles" with creation and
annihilation of masspoint, which may depend on the current state of the par-
ticle cloud, and can serve as a description of many biological systems, cf. the
references in [GS] and [SP], e.g. of a model for conduction of nerve impulse.

If b = 0 the present large deviation result is also proved in [FGK] and [Sch].
Our result includes also a new proof of their result, however in di�erent
topologies on C([0; 1];M(IRd)). Our approach emphasizes that already the
process without an interactive immigration b can be seen as an empirical
distribution of a cloud of interacting particles in IRd. Therefore we adopte
the techniques of [DG] and the main tools we use are the martingale problem
of the interacting superprocesses and a Girsanov transformation associated
with (multitype) superprocesses, cf. [O],[D]. The latter reference is also a
basic reference for the theory of superprocesses.

In the following section we brie
y recall the de�nition and construction of
weakly interacting superprocesses and the Girsanov transformation for mul-
titype superprocesses. Section 2 contains the main technical result, namely
the exponential tightness of the sequence of the distributions of 1

N

PN
i=1X

i;N .
The large deviations result is stated in Theorem 4.2 in Section 4. It turns
out that if b is uniformly bounded and satis�es a continuity condition the
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rate function S(��) on C([0; 1];M(IRd)) equals

sup
�2Cc([0;1]�IRd)

�Z 1

0
�t(�(t))dt� logEb(��)

�0
[exp(

Z 1

0
Xt(�t)dt)]

�
; (1.2)

where Eb(��)
�0

is the expectation operator associated with a superprocess with
�xed immigration function b(�t; x). As in [DG] this follows by a pertubation
argument from the case of N independent superprocesses. In the last section
we remark on a coupling argument which provides for negative immigration
function b a large deviation in the same topology as in [Sch], which is stronger
than the one considerd in Section 3 and 4.

2 Superprocesses with mean-�eld interaction

Let N 2 IN be �xed. First we want to describe an N-type superprocess
with an interaction depending only on the mean-�eld (or intensity measure)
1
N

P
X i;N of the empirical distribution 1

N

P
�Xi;N . We start with real-valued

(resp. positive) functions aij; dk; 1 � i; j; k � d; and b (resp. c ) de�ned on
M(IRd)� IRd. De�ne for every � 2M(IRd) the operator L(�) on C2

0 (IR
d) by

L(�)f(x) :=
dX

i;j=1

aij(�; x)
@2f

@xi@xj
(x) +

dX
i=1

di(�; x)
@f

@xi
(x): (2.1)

The operator serves as a description of the one-particle motion. The func-
tion b(�; x) describes the immigration rate and c(�; x) the variance in the
reproduction rate at place x while 1

N

PN
i=1X

i;N
s = �. Denote (L(�))�2M(IRd)

by L.

In order to state now the basic de�nition we need some notation. If ~� =
(�1; : : : ; �N ) 2 M(IRd)N ; ~f = (f1; : : : ; fN) 2 B

(+)
b (IRd)N ; where B(+)

b are
bounded measurable (non-negative) functions, then we de�neR(~�) := 1

N

PN
i=1 �i 2

M(IRd) and ~�(~f ) :=
PN

i=1 �i(fi), where �(f) =
R
fd�: The exponential func-

tion e~f is de�ned by e~f(~�) = exp(�~�(~f )):

De�nition 2.1 We call a measure PN 2 M1(CM(IRd)N ) ( the space of prob-
ability measures on the continuous paths with values in M(IRd) ) an N-type
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superprocess with mean-�eld interaction (L; b; c) starting at ~�0 2M(IRd)N if

e~f(
~Xt)� e~f (~�0) +

Z t

0
e~f (

~Xs)
NX
j=1

Xj
s (L(R( ~Xs))fj + (2.2)

b(R( ~Xs))fj � c(R( ~Xs))f
2
j )ds

is a PN -martingale for all ~f = (f1; : : : ; fN ) with non-negative fi 2 C2
0 . The

random variable ~X denotes the coordinate process on CM(IRd)N .

In [O] such a process is constructed as an accumulation point of a sequence
of rescaled interacting branching di�usions, which themselves are limits of
interacting branching random walks. If only b depends on the empirical
distribution P is given by a Girsanov transformation. Because we are only
interested in this case we present it in the following subsection.

2.1 Girsanov transformation for multitype superprocesses

Let us start with the distribution P of N independent super-Brownian mo-
tions ~X on some �ltered probability space (
;F ;Ft; P ). There exists an

(L2(
;F ; P ))N -valued orthogonal martingale measure ~M = (M1; : : : ;MN )
where Mi has intensity measure �x(dy)X i

t (dx), i.e.

< Mi(fi);Mj(fj) >t= �ij

Z t

0

Z
IRd
f2i (x)X

i
s(dx):

For the notion of martingale measures we refer to [D]. If

~b = (b1; : : : ; bN ); bi : [0;1)� IRd �
 ! IR

such that bi is Mi-integrable then the process

Z
~b
t := expf

NX
i=1

Z t

0

Z
IRd
bi(s; x)Mi(ds; dx) � (2.3)

1

2

Z t

0

Z
IRd
bi(s; x)

2X i
s(dx)dsg

is a local martingale. If Z
~b is a martingale, e.g., if bi is bounded from below,

1 � i � N , then under the probability measure `P
~b = Z � P ' the process

e~f(
~Xt)� e~f (~�0) +

Z t

0
e~f (

~Xs)
NX
j=1

Xj
s (�fj + bj(s)fj � cjf

2
j )ds (2.4)
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is a martingale. Hence we can construct a solution of (2.2) if only b depends
on the mean-�eld 1

N

PN
i=1X

i by setting bi(s; x; !) = b( 1
N

PN
j=1X

j
s (!); x); i =

1; : : : ; N .

3 Exponential Tightness

From now on (X1;N ; : : : ;XN;N) denotes an N-type super-Brownian motion
with mean-�eld interaction only in the immigration function b started from
(�0; : : : ; �0); �0 2 M(IRd), de�ned on some probability space (
;F ; P�0).
The basic issue of this section is to show that the sequence of probabil-
ity measures P�0 � (t !

1
N

PN
i=1X

i;N
t )�1 on C([0; 1];M(IRd)) is exponential

tight. Here we equip M(IRd) with the vague topolopy. Extensions to other
topologies on M(IRd) are discussed in Section 5. The �rst lemma reminds
you how a compact set in C([0; 1];M(IRd)) with the topology de�ned by the
supremumsnorm looks like .

Lemma 3.1 The set

f! 2 C([0; 1];M(IRd))j sup
t2[0;1]

Xt(!) 2 A;X:(!)(fn) 2 Kfn 8n 2 INg

is relatively compact, if A is a relatively compact in M(IRd), ffngn2N is a
separating sequence forM(IRd), and Kfn is relatively compact in C([0; 1]; IR).
The set A can be of the form

AL := f�j�(1) � Lg:

Proof. The proof follows as in [J]. �

The next theorem is the main result of this section.

Theorem 3.2 Suppose that

sup
�2M(IRd)

sup
x2supp(�)

jb(�; x)j =: K <1: (3.1)

If �0 2M(IRd) then for each � > 0 there exists a compact set K� such that

lim sup
N!1

1

N
log P�0 [

1

N

NX
i=1

X i;N =2 K�] � ��: (3.2)

In other words the sequence (P�0 � (
1
N

PN
i=1X

i;N )�1)N2IN is exponential tight.
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First, we show how the proof follows from the next two lemmas.

Lemma 3.3 For each � > 0 there exists L(�) > 0 such that

lim sup
N!1

N�1 logP�0 [9t 2 [0; 1] : N�1
NX
i=1

X i;N
t =2 AL(�)] � ��:

Lemma 3.4 For each �; r > 0 and f 2 C2
b there exists a compact set

K(f;�;r) � C([0; 1]; IR) such that

N�1 logP�0 [
1

N

NX
i=1

X i;N (f) =2 K(f;�;r);
1

N

NX
i=1

X i;N
t 2 A� 8t 2 [0; 1]]

� �r:

Proof of the Theorem. Take a dense sequence ffkgk2IN � C2
b (IR

d) and de�ne
the compact set K� by

K� := f! 2 C([0; 1];M(IRd)) : !(t) 2 AL(�)8t 2 [0; 1] (3.3)

!(�)(fk) 2 K(fk;�(�);r(�))8k 2 INg;

where K(fk;�(�);r(�)) is an Lemma 3.4 with �(�); r(�) de�ned in the course of
the proof. Then K� is a compact subset of C([0; 1];M(IRd)) and

P�0 [
1

N

NX
i=1

X i;N =2 K�] � P�0 [9t 2 [0; 1] such that
1

N

NX
i=1

X i;N
t =2 AL(�)] (3.4)

+
1X
k=1

P�0 [
1

N

NX
i=1

X i;N
t 2 AL(�)8t 2 [0; 1];

1

N

NX
i=1

X i;N
: (f) =2 K(fk;�(�);r(�))]:

Fix � > 0. For N � N� we have that

P�0 [9t 2 [0; 1] such that
1

N

NX
i=1

X i;N
t =2 AL(�)] � e�N(�+�) (3.5)

by Lemma 3.3. Choosing �(�) = L(�) and r(�) = �k we are led to

P�0 [
1

N

NX
i=1

X i;N
t 2 AL(�) 8t 2 [0; 1]; [

1

N

NX
i=1

X i;N
: (f) =2 K(fk ;�(�);r(�))]

� e�N�k:
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Hence for N � N� we have that

P�0 [
1

N

NX
i=1

X i;N =2 K�] � e�N(�+�) +
e�N�

1 � e�N�

and therefore

lim sup
N!1

1

N
log(e�N(�+�) +

e�N�

1 � e�N�
)

= maxf�(�+ �); �� lim sup
N!1

1

N
log(1 � e�N�)g � ��+ �:

Because � was arbritary small the Theorem is proved. �

Now we have to prove the two lemmas.

Basic for all calculations are the martingales

MN
t [K; f ] :=

1

N

NX
i=1

X i;N
t (fe�Kt)� �0(f)� (3.6)

Z t

0

1

N

NX
i=1

X i;N
s (e�Ks(�f �Kf + b(

1

N

NX
i=1

X i;N
s )f))ds;

which are de�ned for each K 2 [0;1) and f 2 C2
b (IR

d). They have quadratic
variation

Z t

0

1

N2

NX
i=1

X i;N
s (f2e�2Ks)ds: (3.7)

Proof of Lemma 3.3.

P�0 [sup
t�1

1

N

NX
i=1

X i;N
t (1) � L]

� P�0 [sup
t�1

1

N

NX
i=1

X i;N
t (e�K1t1) � Le�K1]:

If we choose now K1 = sup� supx2supp(�) b(�; x) + 1 then �(�K1 + b(�) +
1
2e
�K1s) � 0 and hence the right-hand side of the last inequality is bounded

7



by

P�0 [sup
t�1

1

N

NX
i=1

X i;N
t (e�K1t1) � �0(1) � (3.8)

Z t

0
(
1

N

NX
i=1

X i;N
s (�K1 + b(

1

N

NX
j=1

Xj;N
s ))e�K1s)ds � Le�K1 � �0(1)]

= P�0 [sup
t�1

(MN
t [K1; 1]�

N

2
< MN [K1; 1] >t) � Le�K1 � �0(1)]

= P�0 [sup
t�1

exp(NMN
t [K1; 1]�

N2

2
< MN [K1; 1] >t) � eN(Le�K1��0(1))]

� e�N(Le�K1��0(1));

where the last inequality follows by Doob's inequality applied to the exponen-
tial supermartingale exp(NMN [K1; 1]�

1
2
< NMN [K1; 1] >). This completes

the proof of the Lemma 3.3. �

Proof of Lemma 3.4. We have to compute

P�0 [
1

N

NX
i=1

X i;N (f) =2 Kf ; sup
t�1

1

N

NX
i=1

X i;N
t (1) � �] (3.9)

with the relatively compact set Kf :=

fx 2 C([0; 1]; IR) : jx(0)j � jjf jj; sup
0�u<v�1;v�u��n

jx(u)� x(v)j � �ng

where the sequences of positive numbers (�n) and (�n) converge to zero and
will be speci�ed in the proof. For now consider �xed � and �. We proceed
as in [DG, Section 5.3]. By the triangle-inequality (3.9) is bounded by

[ 1
�
]�1X

k=0

P�0 [ sup
k��t�(k+2)�^1

j
1

N

NX
i=1

X i;N
t (f)�X i;N

k� (f)j >
�

2
; sup
t�1

1

N

NX
i=1

X i;N
t (1) � �]:

By the Markov property this is bounded by

1

�
sup

�(1)��
P�[ sup

k��t�(k+2)�^1
j
1

N

NX
i=1

X i;N
t (f)� �(f)j >

�

2
; sup
t�2�

1

N

NX
i=1

X i;N
t (1) � �]:
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The assumption (3.1) yields

�(j�f + b(�)f j+
1

2
f2) � Kf;� (3.10)

with some constant Kf;�. This implies that for every 
 > 0 and every � with
�(1) � �

j
1

N

NX
i=1

X i;N
t (f)� �(f)j � (1 + 
)Kf;�t+

Z t

0

1

N

NX
i=1

X i;N
s (�f+

b(
1

N

NX
j=1

Xj;N
s )fds �


N

2

1

N2

Z t

0

NX
i=1

X i;N
s (f2)ds

= (1 + 
)Kf;�t+MN
t [f; 0]�


N

2
< MN [f; 0] >t :

Hence, Doob's inequality applied to the supermartingale exp(
NMN [f; 0]�
1
2 < 
NMN [f; 0] >) gives

sup
�(1)��

P�[ sup
k��t�(k+2)�^1

1

N

NX
i=1

X i;N
t (f)� �(f) >

�

2
; sup
t�2�

1

N

NX
i=1

X i;N
t (1) � �]

� exp(�N
(
�

2
� (1 + 
)Kf;�2�)): (3.11)

Minimizing now the right-hand side of inequality (3.11) with respect to 
 we
obtain that (3.11) is bounded by

exp(�N
(� � 4Kf;��)2

32Kf;��
): (3.12)

With the same arguments we can show that

sup
�(1)��

P�[ sup
k��t�(k+2)�^1

1

N

NX
i=1

X i;N
t (f)� �(f) >

�

2
; sup
t�2�

1

N

NX
i=1

X i;N
t (1) � �]

� exp(�N
(� � 4Kf;��)2

32Kf;��
):

Hence we haved proved that (3.9) is bounded by

2

�
exp(�N

(� � 4Kf;��)2

32Kf;��
) (3.13)
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forall � 2 (0; 1
2
) and � � 4Kf;��. Now consider a sequence (�k)k2IN 2 (0; 1

2
)

and �k > 4Kf;��k; k 2 IN . The bound (3.13) yields that (3.9) is bounded by

1X
k=1

2

�k
exp(�N

(�k � 4Kf;��k)2

32Kf;��k
): (3.14)

If we choose �k =
1
2
k�2; �k = 10Kf;�(

r
k
)
1
2 the expression (3.14) is bounded by

e�Nr which �nishes the proof of Lemma 3.4. �

Remark: By the assumption of boundedness on b the proofs of Lemma
3.3 and Lemma 3.4 and, as a consequence, the proof of exponential tight-
ness work also if we replace the interactive immigration b( 1

N

PN
i=1X

i;N
s ; x)

by a non-interactive immigration b(�s; x) associated with a frozen path �� =
(�s)s2[0;1] 2 C([0; 1];M(IRd)).

4 The large deviations result

Fix a bounded real-valued function b : M(IRd) � IRd. For two elements
��(i) 2 C([0; 1];M(IRd)); i = 1; 2; we de�ne �rst the rate function along a
frozen path ��(1).

De�nition 4.1

S ��(1)(��(2)) := sup
�2Cc([0;1]�IRd)

�Z 1

0
�
(2)
t (�(t))dt� (4.1)

logEb��
(1)

�0
[exp(

Z 1

0
Xt(�t)dt)]

�
;

where Eb��
(1)

�0
is the expectation associated with P b��

(1)

�0
, the superprocess starting

from �0 with non-interactiv immigration function b��
(1)
(s; x) = b(�(1)s ; x). For

�� 2 C([0; 1];M(IRd)) we abbreviate S ��(��) by S(��).

Here is the main result of the paper.

Theorem 4.2 Suppose that (3.1) holds and that the map

��!
Z 1

0
�s((b(�

(1)
s )� b(�s))

2)ds (4.2)
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is continuous on C([0; 1];M(IRd)) for every 
ow ��(1) 2 C([0; 1];M(IRd)).
Then for all open sets G � C([0; 1];M(IRd)) we have the lower bound

lim inf
N!1

1

N
logP�0 [

1

N

NX
i=1

X i;N 2 G] (4.3)

� � inffS(��) : �� 2 G; ��0 = �0g

and for all closed sets F � C([0; 1];M(IRd)) we have the upper bound

lim sup
N!1

1

N
log P�0 [

1

N

NX
i=1

X i;N 2 G] (4.4)

� � inffS(��) : �� 2 F; ��0 = �0g:

By exponential tightness proved in Section 3 the Theorem follows from the
local large deviation principle stated in the next theorem, cf. [DG, p.295].

Theorem 4.3 Assume (3.1) and (4.2).

a. For each open neighborhood V of �� we have

lim inf
N!1

1

N
logP�0 [

1

N

NX
i=1

X i;N 2 V ] � �S(��): (4.5)

b. For each 
 > 0 there exists an open neighborhood V of �� such that

lim sup
N!1

1

N
logP�0 [

1

N

NX
i=1

X i;N 2 V ] � �S(��) + 
: (4.6)

The proof of this local result is, similarly as in [DG], carried out by a Gir-
sanov transformation. Fix �� 2 C([0; 1];M(IRd)) and let P ��;N

�0
be the dis-

tribution of N independent super-Brownian motions with immigration func-
tion b��(s; x) = b(�s; x), which can be de�ned as the unique measure on
C([0; 1];M(IRd)N ) such that for all f 2 C2

b (IR
d); i = 1; : : : ; N; the processes

M i;��
t (f) := X i

t (f)� �0(f)�
Z t

0
X i

s(�f + b��(s)f)ds (4.7)
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are martingales with (co)variation

< M i;��(f);M j;��(g) >t= �ij

Z t

0
X i(fg)ds: (4.8)

The density of the N-type process with mean-�eld interacting immigration
PN
�0

with respect to the N independent super-Brownian motion with an im-
migration caused by the frozen path �� is then given by

dPN
�0

dP ��;N
�0

= exp(M ��;N
1 �

1

2
< M ��;N >1); (4.9)

where M ��;N is a martingale with quadratic variation

Z t

0

NX
i=1

X i
s

�
(b(

1

N

NX
i=1

X i
s)� b(�s))

2
�
ds; (4.10)

cf. [D,O] and Section 2. By assumption (4.2) we can proceed as in [DG,
Section 5.4], if we can show that there is a large deviations result for QN :=

P ��;N
�0

�
�

1
N

PN
i=1X

i

��1
with rate function S ��. We can argue as follows (,

cf. also [Sch]). The exponetial tightness of (QN) follows by the Remark in
Section 3. By a general Cramer-type large deviations result [DZ, Theorem
6.1.3], the sequence (QN)N2IN then satis�es a large deviation principle with
rate function

J ��(��) = supf< �; �� > � log
Z
C([0;1];M(IRd))

e<�;�>dP ��;1
�0
g;

where the sup is taken over all � in the topological dual of C([0; 1];M(IRd))�
C([0; 1];M(IRd)). In order to identify J �� with S �� we embed C([0; 1];M(IRd))
continuously into the set of positive Radon measuresM([0; 1]�IRd) (equipped
with the vague topology) via the map I:

<  ;I(��) > :=
Z 1

0
�s( s)ds; (4.11)

 2 Cc([0; 1]� IRd). By [DZ, Theorem 6.1.3] (QN � I
�1)N2IN satis�es a weak

large deviation principle with rate function S �� (this is the Fenchel-Legendre
transform associated with (QN � I

�1)N2IN). Because I is continuous we can
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apply the contraction principle [DZ, Theorem 4.2.1] in order to show that
(QN � I�1)N2IN satis�es indead a (full) large deviations principle with rate
function inf�:~�=I(�) J(�). By the injectivity of I and the uniqueness of a
rate function [DZ, Lemma 4.1.4], we have J �� = S ��. This proves the large
deviation principle with the right rate function.

Now we can prove assertion a. of the Theorem with the same techniques as
in [DG, Section 5.4].

Without loss of generality we may assume S(��) <1. Let 
 > 0 arbritrary.
It is enough to show that the left-hand side of (4.5) is bounded from below
by �S(��) � 
. Let us choose p; q; and � > 0 such that 1

p
+ 1

q
= 1 and

1
2(1 +

p
q
)� + pS(��) � S(��) + 
. By the Remark at the end of Section 3 we

can apply Lemma 3.3 to P ��;N
�0

. Hence there exists L > 0 such that

lim sup
N!1

N�1 logP ��;N
�0

[9t 2 [0; 1] : N�1
NX
i=1

X i;N
t =2 AL] � �S(��)� 
:(4.12)

By (4.2) and (4.10) there exists a neighborhood W of �� in C([0; 1];M(IRd))
such that W \ f�s 2 AL;8s 2 [0; 1]g � V and < M ��;N >1 < N� on
f 1
N

P
X i 2 W \ f�s 2 AL;8s 2 [0; 1]gg. Hence, by Girsanov's transforma-

tion and H�older's inequality we obtain that P�0 [
1
N

PN
i=1X

i;N 2 V ] is bounded
from below by

e�
1
2 (1+

p

q
)�NE ��;N

�0
[exp(�M ��;N

1 �
1

2
<
p

q
M ��;N >1)]

� p

q �

P ��;N
�0

[
1

N

X
X i 2 W \ f�s 2 AL;8s 2 [0; 1]g]p:

Because exp(�M ��;N � 1
2
< p

q
M ��;N >) is a supermartingale under P ��;N

�0
we

have that

PN
�0
[
1

N

X
X i 2 V ] (4.13)

� e�
1
2 (1+

p

q
)�NP ��;N

�0
[
1

N

X
X i 2 W \ f�s 2 AL;8s 2 [0; 1]g]p:

By the large deviations result for P ��;N
�0

, inequality (4.12) and the choice of
p; q; and � we obtain (4.5).

Part b. of the Theorem follows in the same way along the lines in [DG,
Section 5.4].
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5 A coupling argument

Now we want to prove a large deviation result for a di�erent topology on
M(IRd) or rather on a di�erent space. For p 2 IN let Mp(IRd) be the space
of all postive Radon measures � on IRd such that

Z
�pd� <1 with �p(x) := (1 + jxj2)�p=2; (5.1)

equiped with the topology generated by the mappings

�! �(f); f 2 Cc(IR
d) [ f�pg:

On this space a large deviation result is proved in [Sch] for the empirical
mean of N -independent super-Brownian motions.

In order to accomplish a large deviations for super-Brownian motions with
a mean-�eld immigration in this topology we are faced with the di�culty to
prove an analogue result to Lemma 3.3.

Lemma 5.1 Let �0 2 Mp(IRd); p > d.For each � > 0 there exists L(�) > 0
such that

lim sup
N!1

N�1 logP�0 [9t 2 [0; 1] : N�1
NX
i=1

X i;N
t =2 Ap

L(�)] � ��: (5.2)

Now Ap
L is a typical compact set in Mp(IRd) like

Ap
L := f�j�(�p) � L; �(1Uc

Rk

�p) �
L

ak
8kg; (5.3)

where fRkgk2IN ; fakgk2IN � [0;1) tend to in�nity as k !1 and UR is the
ball with radius R in IRd.

The method of the proof of Lemma 3.3 can not be carried over to the present
case. But it seems to be clear that Lemma 5.1 holds if the interacting process
is smaller than the non-interacting process. The next theoremwhich is essen-
tially from Steve Evans and Ed Perkins [EP] shows, that it is possible to �nd
an interacting process which is almost surely smaller then a non-interacting

14



super-Brownian motion. For this theorem as well as for the large deviations
result we have to assume that there exists B > 0 such that

�B � b(�; x) � 0 8x 2 supp(�) 8�: (5.4)

The immigration caused by b is then called an emigration.

Proposition 5.2 Let a : Mp(IRd)N � IRd � [0;1) ! [�B; 0] be a mea-
surable function. Then there are two Mp(IRd)N -valued processes X and Xa

de�ned on a �ltered probability space (
;F ; (Ft)t2[0;1]; IP ), such that X i
s(f) �

X i;a
s (f);8s 2 [0; 1]; f � 0 measurable IP -a.s. Moreover all X i; i = 1; : : : ; N

are super-Brownian motions independent from each other and Xa is an N-
type super-Brownian motion which the same interacting emigration function
a for each component Xa;i i = 1; : : : ; N .

Proof. If N = 1 and B = 1 we can take IP to be the historical pro-
cess H on its canonical space over the one-particle motion on IRd � [0; 1]
de�ned by the independent product of a Brownian motion and an uniform
Poisson process on [0; 1] � [0; 1]. Then in [EP], there are sets At = At(a)
constructed such that the process Ha de�ned by Ha

t (F ) := Ht(1AtF ) is
a historical process with emigration function de�ned by a. The projec-
tion �Ha of Ha to a M(IRd)-valued process, i.e. �Ha

t (f) := Ha
t (F

f
t ) with

F f(!) = f(!(t)); ! 2 C([0; 1]; IRd), is a super-Brownian motion with emi-
gration function a. Obviously, �Ha

t (f) � �Ht(f), for f � 0. Because �H is
a super-Brownian motion the assertion is proved for B = N = 1. The case
for general B is obtained by scaling properties of (super)-Brownian motion
from the result for B = 1. Finally, an extension to multitype processes is
straightforward, cf. [O]. �.

Proof of Lemma 5.1.

P�0 [9t 2 [0; 1] : N�1
NX
i=1

X i;N
t =2 Ap

L(�)]

� P�0 [sup
t�1

1

N

NX
i=1

X i;N
t (�p) � L] +

1X
k=1

P�0 [sup
t�1

1

N

NX
i=1

X i;N
t (k21Uc

Rk

) � kL]

( By Proposition 5.2 )

� P 0
N�0

[sup
t�1

Xt(�p) � NL] +
1X
k=1

P 0
N�0

[sup
t�1

Xt(k
21Uc

Rk
) � NkL]; (5.5)
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where P 0
� 2M1(C([0; 1];Mp(IRd))) is the distribution of the super-Brownian

motion starting from � 2 Mp(IRd) and X is the coordinate process on
C([0; 1];Mp(IR

d)). It is shown in [Sch] that the "lim sup
N!1

1
N
log of (5.5)" is

bounded by �� for a suitable L = L(�). �

For the proof of a large deviations result as in Theorem 4.2 it remains to show
that for f 2 Cb(IRd), for which limjxj!1 f(x)=�p(x) exists, the distributions
of 1

N

P
X i;N

: (f) under P�0 restricted to A
p
L are exponential tight. This follows

as in Lemma 3.4.

Remark. It is also possible to consider topologies as in [DG] de�ned by
an unbounded Lyapunov function � � 0 (, e.g. �(x) = 1 + jxj2). Instead
of M(p)(IR

d) we can take the set M�(IRd) := f� 2 M(IRd)gj�(�) < 1g and
prove an analogue results as in Theorem 3.2 , 4.2 under conditions on b which
are related to � instead to the function 1.
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